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Abstract Providing safety guarantees for autonomous vehicle navigation is an ul-
timate goal for motion planning in dynamic environments. However, due to factors
such as robot and obstacle dynamics, e.g., speed and nonlinearity, obstacle motion
uncertainties, and a large number of moving obstacles, identifying complete motion
planning solutions with collision-free safety guarantees is practically unachievable.
Since complete motion planning solutions are intractable, it is critical to explore the
factors that impact planning success. One such factor is the planning environment,
e.g., obstacle speed, obstacle motion uncertainty, and number of obstacles. In this
paper, we explore the impact of the environmental parameters on the performance
of a set of thirteen planning algorithms for navigating in dynamic environments.
We aim to answer: 1) How do these algorithms perform relative to each other under
increasingly more challenging environments? 2) What factors in an environment
make planning in dynamic environments challenging? We classify and compare
the algorithms in two planning environments with varying types and magnitudes
of environmental challenges. Results show that state of the art planning algorithms
were unable to consistently identify collision-free paths even in simple geometric
planning problems with moving obstacles with stochastic dynamics. Results also
demonstrate that given accurate obstacle predictions, planning algorithms that work
in state-time space can typically generate real-time solutions in a limited planning
horizon with higher success rates than other methods. In addition, in the presence
of obstacle motion uncertainty, accepting paths with non-zero collision probability
may lead to higher success rates.
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1 Introduction

Motion planning algorithms for identifying collision-free paths in presence of
moving obstacles are critical for robotic applications including self-driving cars
[29], UAVs [16], service robots [27], mobile manipulators [32] and autonomous
wheelchairs [28]. However, motion planning in dynamic environments is challeng-
ing. Even in the simplest case, where a 2D holonomic robot must avoid collision
with polygonal obstacles moving at constant velocities, planning has been shown
to be NP-Hard [5] and in PSPACE [4]. Thus, identifying complete solutions, in
real-time and in the presence of robot dynamic constraints, obstacle motion uncer-
tainty, and a large number of obstacles, is practically unachievable. Therefore, many
real-time planning algorithms sacrifice completeness for practicality [23]. These al-
gorithms vary drastically in methodology, obstacle information usage, and computa-
tional requirements. This diversity in algorithms has motivated prior surveys, which
discussed the variety in methodology [23] and their desirable properties [17]. In ad-
dition, in depth discussion on the complexity of planning in dynamic environments
can be found in [14]. A review focusing on sampling-based methods for dynamic
environments is available in [25]. We extend all prior review work by contributing
in this work a detailed comparison of a set of algorithms implemented in navigation
that requires dynamic obstacle avoidance.

Since complete motion planning solutions are intractable, it is important to iden-
tify the critical factors that impact planning success of state of the art algorithms.
More specifically, two important questions are not answered by previous surveys:
1) How do these algorithms perform relative to each other under increasingly more
challenging environments? 2) What factors in a planning environment make plan-
ning in dynamic environments challenging?

In this paper, an effort has been made to answer these questions by classifying
planning algorithms in terms of methodology and requirements. We have identified
three environmental challenges fundamental to planning in dynamic environments:
1) speed of the robot and obstacles, 2) obstacle motion uncertainty, and 3) number
of obstacles. In order to investigate the impact of these challenges, we implement
thirteen different planning algorithms in two tunable environments with various en-
vironmental challenges. Algorithm performance metrics such as success rate, finish
time, and computation time per time step are collected, compared, and analyzed.

2 Motion Planning Algorithms for Dynamic Environments

For many robotic applications, a planning algorithm for dynamic environments must
generate planning solutions in real-time, avoid moving obstacles, and assume re-
planning is critical to success since obstacles are observed as the robot moves. In this
paper, we selected thirteen popular planning algorithms for dynamic environments
that were shown to satisfy the above conditions in some cases (Table 1). These
methods are classified on a variety of features detailed below.
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Name Methodology | State vs |Planning| Obstacle Precom-
State- | Horizon | Prediction putation
time
Khatib APF [18] APF State | Reactive None None
Gaussian APF [19] APF State | Reactive None None
Ge et. al (Ge APF) [15] APF State | Reactive None None
APFSR APF State | Reactive | Dynamics Backward
[71[21] requiredy SR}
A* Discretized State Global None None
[2] state graph
Velocity Obstacle Geometric State | Reactive Velocity None
(VO) [11] extrapolation
Dynamic RRT Sampling- State Global None None
(D-RRT)[10] based
State-Time A* Discretized State- Global Velocity None
(ST-A*) [12] state graph time extrapolation
Dynamic Window Sampling- State- Partial Velocity None
(D. Window) [24] based time extrapolation
State-Time RRT Sampling- State- Global Velocity None
(ST-RRT) [23] based time extrapolation
Partial Motion Planning | Sampling- State- Partial Velocity None
(PMP) [3] based time extrapolation
Stochastic Ensemble Sampling- State- Partial Dynamics | Monte Carlo
Simulation (SES) [9] based time requiredy prediction
Dynamic Risk Tolerance | Sampling- State- Partial Dynamics | Forward SR}
(DRT) [6] based time requiredy

Table 1: Features of thirteen selected motion planning algorithms for dynamic environments.
tThese methods require knowledge of obstacle stochastic dynamics for prediction. SR stands
for stochastic reachability analysis [1].

Methodology classifies the planners based on the underlying algorithm. First, APF
(Artificial Potential Field) was proposed in [18]. It works by constructing an attrac-
tive potential from the goal and repulsive potentials around obstacles. The robot
control is then obtained from the derivative of the linear combination of attractive
and repulsive potentials. Next, Geometric methods, such as Velocity Obstacle (VO)
[11], compute control actions in the robot’s velocity space using the geometry and
velocity of the robot and its nearby obstacles. The obstacles are assumed to move
at a constant velocity. Discretized state graph methods discretize the state and ac-
tion space in order to form a roadmap. A path is then identified using graph search
techniques such as A* [2]. Finally, the selected Sampling-based methods either ran-
domly sample the state space or the state-time space and grow a tree rooted at the
robot’s current state. The tree consists of robot states that are generated by incre-
mentally applying control actions to nodes/states in the tree to obtain new collision
free states. A sequence of control inputs, a path, can be extracted from this tree
which the robot executes.

State vs State-Time describes if planning is done in the robot’s state space (of-
ten workspace or configuration space) or if the state space is extended with time.
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Authors in [12] proposed to augment the robot’s state space with time in order to
explicitly identify collision free paths in dynamic environments. However, planning
in state-time space generally requires a form of obstacle motion prediction.
Planning Horizon can be classified as one of the three types. First, Global meth-
ods consider all obstacles in the environment while planning a path connecting the
robot’s current state to the goal. Partial motion planning was first proposed in [3].
These methods only consider obstacles within a finite range and plan a finite hori-
zon path that may not reach the goal. This reduces the computation cost and is
suitable for environments that are only partially observable by the robot. However,
it is difficult to guarantee safety and optimality since the paths are built with partial
information. Finally, Reactive methods also only consider obstacles within a finite
range but compute an action at every time step instead of planning over a finite hori-
zon. For reasons similar to partial motion planning, it is also difficult to guarantee
safety and optimality of the planned path.

Obstacle Prediction, specifically prediction of obstacle motion, enables algorithms
to select better informed paths. However, it requires more information about the
obstacle that maybe difficult to obtain, such as velocity, acceleration, and intention.
Precomputation considers any task that needs to be run before planning occurs.
Sometimes, time consuming tasks such as simulating an obstacle’s future position
distribution [9] or computing an optimal single obstacle avoidance strategy [7] can
be precomputed offline. The results from these computations can be queried at run
time to reduce online computation. However, this can restrict the allowed obstacle
dynamics to be non-interacting.

3 Challenges of Planning in Dynamic Environments

We analyze three fundamental challenges faced by most planning algorithms for dy-
namic environments and investigate their impact on planning success. While these
challenges have been previously studied [17, 33, 21, 6, 9], we present the first de-
tailed comparison across thirteen planning algorithms. It should be noted that in
realistic environments there are many additional challenges, and we intend this sys-
tematic study of these fundamental issues to serve as a foundation to the evaluation
of additional planning challenges.

Obstacle and robot speed. Increasing the obstacle speed or lowering the max
robot speed increases the difficulty of planning in dynamic environments [17, 33]. It
was shown in [34] that safety guarantees can only be given if the robot’s maximum
speed is higher than that of the obstacle’s speed. In many applications, however, the
robot’s maximum speed is lower than that of the obstacles, e.g., the maximum speed
of assistive robots may be limited due to safety concerns of surrounding pedestrians.
In such scenarios the size of Inevitable Collision States (ICS) [13], states that will
result in collision regardless of control action, is larger than the geometric size of the
obstacle. The size of ICS increases in relation to the max speed ratio, i.e., the ratio
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of obstacle speed to max robot speed. We investigate scenarios where the robot’s
maximum speed is above or below the speed of the obstacles in Section 4.4.

Obstacle Motion Uncertainty. Another challenge experienced by autonomous
vehicles is the fact that obstacle motion may not be predicted exactly. This can be
caused by the robot’s noisy sensors, also known as uncertainty in environment sens-
ing [20], or by the stochastic nature of the obstacles, e.g., pedestrians or human
drivers, also known as uncertainty in environment predictability [20]. Regardless of
the source, obstacle motion uncertainty causes the possible future obstacle locations
to increase over time, and therefore it reduces the solution space of the robot. As a
result, there may not exist a robot state-time coordinate with zero collision proba-
bility in crowded environments, and hence no safety guarantee can be given when
planning over a finite time horizon. This is known as the freezing robot problem [26]
and is analyzed in [6]. We empirically evaluate how obstacle motion uncertainty, in
the form of stochastic obstacle speed, impacts planning algorithms in Section 4.5.

Number of Obstacles. Robots often operate in environments with multiple mov-
ing obstacles. High obstacle density reduces the size of the collision-free planning
solution space. As a result, planning algorithms often perform poorly in crowded
environments, i.e., sampling-based methods often struggle to find solutions in nar-
row corridors formed by moving obstacles [6, 9], and APF-based methods are often
trapped in local minima formed by the repulsive potential of multiple obstacles [8].
On the other hand, even if the obstacle density is kept constant, increasing the num-
ber of obstacles while increasing the size of the environment at the same time forces
planning algorithms to avoid more obstacles and often increases computation time.
Section 4.6 investigates the impact of increasing number of obstacles with both con-
stant obstacle density and increasing density.

4 Evaluation of Planning Algorithms

In this section, we evaluated the performance of the thirteen algorithms in two highly
challenging environments. We also introduce a variant of the ST-A* planning algo-
rithm in order to investigate the impact of obstacle motion uncertainty.

4.1 Planning Environments

In the Lanes environment (Figure 1(a)), obstacles move in horizontal lanes resem-
bling real-world traffic. Obstacles in the lower lanes move from left to right while
the upper lanes move from right to left. The height and width of the environment is
40m and 100m, respectively. For a run to be successful, the holonomic point robot
must travel from the start (Om,-15m) to the goal (Om,15m) within 100s without col-
liding with obstacles. The obstacles are rectangles that resemble mid-sized sedans
with 1.81m width and 4.23m length. In order to maintain a constant obstacle den-
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Fig. 1: Lanes (a) and Random (b) dynamic environments. The point robot must navigate from start
(S) to goal (G) without colliding with moving obstacles (gray rectangles).

sity, an obstacle is immediately transported to the opposite side of the environment
in the same lane if the center of the obstacle reaches the edge of the environment.
The number of lanes, number of obstacles per lane, and obstacle speed are tunable
parameters. These parameters can be varied in order to investigate the challenges of
planning in dynamic environments.

In the Random environment (Figure 1(b)), obstacles are initialized with random
positions and headings in a 100m by 100m environment. The robot and obstacles
are identical to Lanes. To maintain constant obstacle density the obstacle is trans-
ported to the antipodal position with unchanged speed and heading if the center of
an obstacle reaches the boundary. This randomized environment forces the robot to
avoid collision from multiple directions, and moving obstacles may form temporary
complex structures that requires the robot to execute long-term evasion plans.

All methods were implemented in C++. The world simulation time step is 0.01s.
The VO algorithm was adapted from the RVO2 C++ code base [31] implementation
of the Optimal Reciprocal Collision Avoidance (ORCA) algorithm. This algorithm
[30] was modified to allow for single-agent collision avoidance, removing the re-
ciprocal aspect of ORCA while maintaining many of ORCA’s linear programming
optimizations. All experiments are repeated 100 times on a single core of an Intel
17-6820HQ at 2.7GHz with 16GB of RAM.

4.2 Analysis Tools

In order to compare the performance of planning algorithms, we collect the follow-
ing metrics for each algorithm: success rate (the ratio of successful navigation to the
total number of runs), finish time (the amount of time the robot takes to navigate
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from start to goal), and computation time per planning step. In order to establish a
baseline for comparison, the performance metric of a Non-Reactive (NR) method
is also given where the robot traverses the shortest path from start to goal without
avoiding collision with obstacles.

In order to gain performance insights, we developed a tool to identify the set of
ICS (Zjcs) and its complement set EKIES for any given planning scenario. These
sets are identified by discretizing the state and action space of the robot to a fixed
resolution. For our holonomic robot, the state space is discretized into grids in 2D
space with a resolution set to the maximum distance the robot can move within
A=0.2 seconds. The robot action space is discretized into five actions: remaining
stationary and moving up, down, left, and right at maximum speed.

For all robot states in a given scenario, i.e., current position, velocity and orien-
tation of all obstacles, we can identify if a state is in Zjcs by enumerating through
all action sequence within a horizon. A state is in Zj¢s if no action sequence can
avoid collision within the horizon, otherwise, the state is in E’b”,gs (A horizon of 6
seconds was used.) As a metric to reflect the difficulty of a planning problem, we
also compute the 25 ratio as defined by the number of states in 2,C¢ divided by
the total number of discretized robot states in the environment.

4.3 Algorithm Performance Comparison

We first try to find out how the algorithms perform relative to each other under
a baseline condition. In Lanes, there are 6 lanes (3 right-bound and 3 left-bound)
with 4 obstacles per lane. The obstacles have a constant speed of 4.47m/s (10 mph)
while the holonomic point robot’s maximum speed is 2.68m/s (6 mph). There are
75 obstacles in Random. The robot and obstacle dynamics are identical to Lanes.

The blue bars in Figure 2(a) and 2(c) show that the success rate of a planning
method depends largely on methodology and whether the algorithm utilizes obsta-
cle prediction. In general, methods that utilize obstacle predictions outperform the
ones that utilize only information of the current obstacle position, which is intuitive.
Among the methods that utilize obstacle predictions, state-time, sampling-based,
and discretized state-time graph methods have the best success rates since the fu-
ture position of obstacles can be exactly predicted over a large time horizon, thus
enabling algorithms to identify whether a state-time coordinate is in collision. Note
that D. Window finds paths with the longest finish time among all methods since it
does not explicitly optimize finish time.

Algorithms with the next highest success rates, VO and APFSR, also utilize ob-
stacle predictions. However, these methods either approximate the obstacle motion,
as in through a velocity obstacle computation, or approximate the Zjcs associated
with multiple moving obstacles, as in APFSR. As a result, these methods have lower
success rates than discretized state-time graph and state-time sampling methods.
Note that VO has a low success rate in Lanes which is likely due to the circular ap-
proximation of obstacles that increases the area occupied by obstacles. For example,
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Fig. 2: Success rates and finish time of planning algorithms in both Lanes (a,b) and Random (c,d).
Obstacles are moving at a constant speed (blue bars) or a speed stochastically sampled every 0.05s
(yellow bars).

VO approximates obstacles as circles which have the diameter of 4.61m. This spans
more than two lanes in Lanes.

Methods that do not utilize obstacle predictions are limited in success rate, even
for algorithms such as A*, as these methods do not have a reliable way to identify
and avoid Zjcs. Among these methods, D-RRT has a particularly low success rate
and a long finish time. This is due to constant pruning and regrowth of a large portion
of the tree in these highly dynamic environments. In addition, the sampling nature
of RRT returns different paths every time the tree is pruned and re-grown, which
greatly increases finish time and reduces success rate. Khatib, Gaussian, and Ge
APF methods have low success rates since the repulsive potentials are constructed
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heuristically around obstacles. These potentials do not approximate 2;¢s well and
may guide the robot into Zjcs.

4.4 Impact of Robot And Obstacle Speed

After analyzing the general performance of the planning algorithms, we investi-
gate how planning algorithms perform under various robot and obstacle speeds.
The setup of Lanes and Random are identical to Section 4.3. Two cases are
considered where the max speed of the robot is 6 mph and 20 mph, respec-
tively, while the speed of all obstacles belongs to the set {3,6,9,20,30} mph
({1.34,2.68,4.02,8.94,13.68} m/s).
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Fig. 3: Success rates of planning algorithms in both Lanes (a), (b) and Random (c), (d) environ-
ments as a function of max speed ratio (Obstacle speed/robot max speed). The magenta solid line
is the ‘%/IES ratio.
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Figure 3 shows that the success rate of most algorithms decreases with the in-
crease in obstacle speed, but success rate increases with an increase in the robot’s
max speed. Additionally, comparing the high robot max speed (Figures 3(a) and (c))
with low robot max speed (Figures 3(b) and (d)), we can see that the success rate
of a method with a given max speed ratio is roughly the same regardless of max
robot speed. This result shows that the max speed ratio is a good indicator of en-
vironmental difficulty for most methods except for those that discretize or sample
the state space (A* and D-RRT). This indicator applies well for methods that do not
predict obstacle motion (Khatib, Gaussian and Ge APF), as the success rates drop
drastically (50-60%) if the max speed ratio exceeds one. This is intuitive as these
methods can usually avoid an obstacle if the robot can move faster than the obstacle.

To gain some insight why the max speed ratio is a good indicator, we plotted the
%(st ratio (magenta solid line) at the beginning of the planning scenario in Figure
3. It is clear that the %ES ratio decreases as max speed ratio increases. Notice that
when the obstacles are five times faster than the robot in Lanes, more than 60% of
the states are in Zcs.

APFSR and PMP perform well in high %gs ratio environments. However, their
success rate reduces as %gs ratio decreases since they work by computing reach-
able sets for every obstacle robot pair and then joining all individually computed
sets. These conjoined reachable sets approximate 5&”,25, and the quality of the ap-
proximation reduces when the max speed ratio is high.

Since a large portion of the robot states are in Zjcs when the max speed ratio is
high, it may be difficult for ST-RRT to identify a global collision-free path due to
its use of sampling. Therefore, it often finds partial paths that eventually end up in
Zics- Similarly, D. Window performs poorly since it typically has a short fixed plan-
ning horizon (2s), and thus cannot identify inevitable collisions beyond the planning
horizon. On the other hand, state of the art state-time sampling-based methods SES
and DRT have success rates higher than 85% even when a large portion of states are
in Zjcs. This is likely due to the t-safety criterion, the algorithm chooses a path if
it is at least 7 seconds long, and tree replanning, the algorithm replans a tree when
the remaining path is less than 7 seconds long, features of these methods.

4.5 Impact of Obstacle Motion Uncertainty

In this section, we investigate the impact of stochastic obstacle speed in planning
algorithms. The setup of the two environments are identical to Section 4.3. How-
ever, instead of a constant speed of 4.47m/s, the obstacle samples speed every
0.05s uniformly from the set of possible speeds {2.25,3.375,4.47,5.625,6.75} m/s
({5,7.5,10,12.5,15} mph), thus has an average speed of 4.47m/s. Note that this
kind of obstacle speed uncertainty is common in robotics applications as velocity
estimation from sensor data is typically inaccurate [22].

The success rates and finish time of planning algorithms that do not predict ob-
stacle motion are not impacted by the obstacle motion uncertainty (Figure 2, yellow
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(a) V, = 6 mph (b) Stochastic

Fig. 4: (a) Inevitable Collision States (ICS) for a single moving obstacle (moving towards right)
and a holonomic point robot with max speed of 6 mph. (b) Probability of collision from a backward
SR set calculation (also used as the repulsive potential of APFSR). The obstacle changes speed
stochastically as described in Section 4.5.

bars). This is expected as the area of ICS posed by a single obstacle traveling at the
average speed (4.47m/s) (Figure 4(a)) is identical to the backward SR set (Figure
4(b)). However, none of these methods have a success rate higher than 45% in both
environments.

Motion uncertainty reduces the success rate and increases the finish time of all
methods that predict an obstacle’s future position by extrapolating the current veloc-
ity (ST-A*, D. Window, ST-RRT, PMP). This is also expected since these methods
use an approximate obstacle prediction method to plan a partial or global path which
can lead to Zjcs. The only exception to this reduction in success rate and increase in
finish time for methods with prediction is VO that observes continuously and plans
reactively. Thus, it is capable of averaging out the imprecise obstacle predictions.

Methods that are designed to handle obstacle motion uncertainty (APFSR, SES
and DRT) maintain a high success rate despite the presence of uncertainty. However,
the finish time mean and variance increase significantly for SES and DRT. These
methods predict the probability of obstacle occupancy in the future (via Monte Carlo
or forward stochastic reachability analysis) and identify paths with low probability
of collision by sampling the state-time space. This allows the planner to make much
more informed decisions in presence uncertainty. However, since the possible area
occupied by obstacles increases in the presence of uncertainty, the robot takes a
longer path in order to avoid potential future collisions.

Note that ST-A* is no longer a complete algorithm in this environment since
velocity extrapolation cannot exactly predict the future position of stochastically
moving obstacles. Therefore, we also tested the performance of a variant of ST-A*,
ST-A*Egr, where the velocity extrapolation is replaced by the exact obstacle occu-
pancy distribution prediction obtained from forward reachability analysis [6]. Since
the obstacle occupancy is probabilistic, the collision probability for a given state-
time coordinate is also probabilistic, and this variant treats any node with collision
probability below some threshold Pyjesn01q as collision-free.

Table 2 shows that the success rate of Pyjesnoiq = 0 is much lower than other val-
ues in both environments. This is due to the freezing robot problem. Since the pos-
sible future position of obstacles increases over time, based on the prediction, there
may not exist a robot state-time coordinate with zero collision probability in the
future. The paths identified by setting Prjesnoiq = 0 are guaranteed to be collision-
free, but many feasible paths cannot be identified. However, Py esn01a > 0 produces
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a higher success rate. But, collisions occur since the collision probability of feasible
paths can be non-zero. Note that Pyj.sn014 1S the threshold of collision probability of
nodes, not the entire trajectory.

Pireshold 0% 1% 5% 10%
Success Rate| 49 £ 13% 96 £ 4% 99 + 1% 98 + 2%
Finish Time [30.3 £ 12.6m|21.6 = 7.3m|[18.5 £ 4.9m|17.0 £ 4.3m
Success Rate| 62 £ 12% 95 + 5% 94 £+ 6% 96 + 4%
Finish Time | 45.3 & 7.3m (35.6 £ 4.3m(33.4 £2.9m|32.9 &+ 2.9m

Lanes

Random

Table 2: Performance of ST-A*pgg with various collision probability thresholds P esnora

No tested method achieves a 100% success rate in presence of obstacle motion
uncertainty. This includes state of the art methods (DRT and SES) designed to work
in such environments and ST-A*rgr that employs exact obstacle prediction. There-
fore, obstacle motion uncertainty remains a difficult challenge and an open problem
for motion planning.

4.6 Impact of Number of Moving Obstacles

This section investigates the impact of increasing number of obstacles, with and
without increasing obstacle density. Since the number of obstacles directly impacts
computation load, we also compare the computation time per planning step of plan-
ning algorithms. To vary the obstacle density, we vary the number of obstacles from
50 to 150 in Random and the number of obstacles per lane from 2 to 7 in Lanes. A
snapshot of 7 obstacles per lane and 150 obstacles in Lanes and Random are shown
in Figures 1(a) and 1(b), respectively. We also investigated the effect of varying the
number of obstacles, without increasing obstacle density, in Lanes. This is done by
varying the number of lanes from 2 to 10 without increasing the number of obstacles
per lane. All other settings are identical to Section 4.3.

Figures 5(a) and 5(c) show that increasing obstacle density decreases success
rate for all methods except for ST-A* and DRT. This is expected as obstacle density
greatly decreases the %gs ratio. For example, in the environment in which 34%
of the area is occupied by obstacles, roughly 20% of the states are in 3&”125 As
discussed in Section 4.4, this poses a significant challenge for planning algorithms.

Increasing the number of obstacles while keeping the density constant decreases
the success rate of all methods except for ST-A* and DRT, as shown in Figure 6(a).
Howeyver, this is not due to decrease of .%”,gs ratio, since the %gs ratio (magenta
solid line in Figure 6(a)) remains roughly the same. This is likely due to the robot
needing to traverse through more regions of possible collision (more lanes), thus
increasing the probability of collision along the trajectory. The decrease in suc-
cess rates also indicates that the difficulty of planning in dynamic environments is
very hard to quantify. We utilized %”,gs ratio to explain the performance of many
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Fig. 5: Success rate and computation time per planning step with varying obstacle density in Lanes
(a,b) and Random (c,d). The black dotted line is the real-time limit (200ms).

planning algorithms. However, %gs ratio does not fully quantify the difficulty of
planning in dynamic environments as it failed to explain the success rate decrease
as the number of lanes increase.

Comparing Figures 5(a) and (c), we can see the density of Random is lower
than that of the Lanes. However, even though the obstacles have the same (relative)
speed, it can be seen that success rate of most methods in the highest density in Ran-
dom (13% occupied) is lower than the a similar density in Lanes (13% occupied).
This indicates that the structure of the environment may impact the success rate of
planning algorithms. For example, the robot can safely stay outside the lanes to wait
until an opening occurs. Such safe zones do not exist in Random.

Computation time per planning step is typically sensitive to the number of ob-
stacles. Figures 5 (b), (d) and Figure 6(b) show the computation time per online
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Fig. 6: Success rate and computation time per planning step as a function of number of lanes in
Lanes. Note that the obstacle density remains constant but the number of obstacles increases with
number of lanes. The black dotted line is the real-time limit (200ms).

planning step has three groupings. First, reactive methods (APF methods, VO, and
APFSR) are extremely fast, in the order of 10us in the 150 obstacle environment.
Since these methods return an action every time step (10ms), they are real-time capa-
ble. Next, the computation time of state-time sampling-based methods (D. Window,
ST-RRT, PMP, SES and DRT) ranges from 0.1ms to 35.2ms, while returning actions
every 200ms. Since 200ms is generally considered as the requirement for real-time
planning algorithms [23], these methods are also real-time capable. Lastly, Dynamic
RRT, A* and ST-A* are no longer real-time capable in these environments with
more than 100 obstacles. In particular, ST-A* is not real-time capable except for the
environment with less than 12 obstacles. This is due to ST-A* explicitly discretizing
state and time, resulting in a graph with O(1/A?) number of nodes (in contrast, A*
has O(1/A?) number of nodes), where A is the temporal discretization size.

5 Conclusion

In this paper, we classify, implement and compare thirteen planning algorithms
for dynamic environments in two tunable environments. Using success rates, finish
times, and computation times per planning step, we identified and analyzed the im-
pact of environmental challenges on these algorithms. These challenges include max
speed ratio (obstacle speed/robot max speed), obstacle motion uncertainty, and num-
ber of obstacles. We show that planning in dynamic environments remains unsolved
as state of the art planning algorithms failed to consistently identify collision-free
paths even in simple geometric planning problems. Our detailed analysis demon-
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strates an initial attempt at obtaining insights about the specific challenges of motion
planning algorithms, and we hope may motivate new solutions to this challenging
problem.
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