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Abstract. Most computer programs store elements of a given nature
into container-based data structures such as lists, arrays, sets, and mul-
tisets. To verify the correctness of these programs, one needs to combine
a theory S modeling the data structure with a theory T modeling the ele-
ments. This combination can be achieved using the classic Nelson-Oppen
method only if both S and T are stably infinite.
The goal of this repot is to relax the stable infiniteness requirement.
To achieve this goal, we introduce the notion of polite theories, and we
show that natural examples of polite theories include those modeling
data structures such as lists, arrays, sets, and multisets. Furthemore, we
provide a method that is able to combine a polite theory S with any
theory T of the elements, regardless of whether T is stably infinite or
not.
The results of this report generalize to many-sorted logic those recently
obtained by Tinelli and Zarba concerning the combination of shiny the-
ories with nonstably infinite theories in one-sorted logic.

1 Introduction

In program verification one has often to decide the satisfiability or validity of log-
ical formulae involving data structures such as lists, arrays, sets, and multisets.
These data structures can be considered as structured containers of elements of
a given nature. For instance, one may want to reason about lists of integers, sets
of booleans, or multisets of reals.

One way to reason about data structures over elements of a given nature
is to use the Nelson-Oppen method in order to modularly combine a decision
procedure for a theory S modeling the data structure with a decision procedure
for a theory T modeling the elements. However, this solution requires that both
S and T be stably infinite. Unfortunately, this requirement is not satisfied by
many practically relevant theories such as, for instance, the theory of booleans,
the theory of integers modulo n, and the theory of fixed-width bit-vectors [8].

Recently, Tinelli and Zarba [12] introduced a generalization of the one-sorted
version of the Nelson-Oppen method in order to combine theories that are not
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stably infinite. More precisely, they introduce the notion of shiny theories, and
prove that a shiny theory S can be combined with any other arbitrary theory T ,
even if the latter is not stably infinite. They also provide a list of shiny theories
which includes the theory of equality, the theory of partial orders, the theory of
total orders, and the theory of bounded lattices.

Despite these promising results, Tinelli and Zarba’s method has two draw-
backs.

First, when combining a shiny theory S, one has to compute a function
mincardS . This function takes as input an S-satisfiable conjunction Γ of literals,
and returns the minimal cardinality k for which there is a T -model of Γ of
cardinality k. Although mincardS is computable for a wide class of theories, its
complexity is in general NP -hard. Due to this high complexity, it is natural to
study how to avoid the computation of mincardS .

Second, the notion of shininess is too strong, and it may be very difficult to
find further examples of practically relevant shiny theories. We believe that this
difficulty is due to the fact that the notion of shiny theories was introduced in
one-sorted logic.

In this report we are interested in the problem of combining a theory S mod-
eling a data structure with a nonstably infinite theory T modeling the elements.
More in detail, the contributions of this report are:

1. In order to sidestep the difficulties of finding shiny theories, we operate in
many-sorted logic rather than in one-sorted logic.

2. We introduce the notion of polite theories, and we prove that natural ex-
amples of polite theories are those modeling data structures such as lists,
arrays, sets, and multisets.

3. We provide a new combination method that is able to combine a polite
theory S with any theory T , regardless of whether T is stably infinite or not.

4. We generalize the notion of shininess from one-sorted logic to many-sorted
logic, and we prove that—under rather weak assumptions—shininess is equiv-
alent to politeness in one-sorted logic. The equivalence is less clear in many-
sorted logic.

The crux of our combination method is to modify the Nelson-Oppen method.
The nondeterministic version of this method consists in guessing an arrangement
over the set of shared variables. This arrangement is used to build equalities and
disequalities between variables, to constrain simultaneously the inputs of decision
procedures for component theories. Our modification is related to the variables
involved in an arrangement; precisely:

Modification 1: Guess an arrangement over an extended set of variables, and
not just the shared ones. For correctness, the extended arrangement must
also contain opportunely introduced fresh variables, whose role is to witness
that certain facts hold for the data structure.

Our method does not require the computation of a mincardS function, and
it is therefore easier to implement than the one presented in [12].
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Related work. Implicit versions of Modification 1 were already used by Zarba in
order to combine the theory of sets [14] and the theory of multisets [13] with
any arbitrary theory T of the elements, even if T is not stably infinite.

The first explicit version of Modification 1 is due to Fontaine and Gri-
bomont [6] who combine the theory of arrays with any other nonstably infinite
theory T not containing the sort array. Their result applies to conjunctions of
literals not containing disequalities between terms of sort array.

The latest explicit version of Modification 1 was used by Fontaine, Ranise,
and Zarba [7], in order to combine a nonstably infinite theory T of the elements
with the theory Tlength of lists of elements with length constraints.

Baader and Ghilardi [1, 2] have recently introduced a new method for com-
bining theories over nondisjoint signatures using many-sorted logic. Their result
for theories over nondisjoint signatures—together with ours for nonstably infinite
theories—shows that it is very convenient to combine theories using many-sorted
logic.

Organization of the report. In Section 2 we introduce some preliminary notions,
as well as the concept of polite theories. In Section 3 we prove some auxiliary
propositions that are useful when proving that certain theories are polite. In
Section 4 we present our combination method. In Section 5 we compare the
notion of polite theories with the notion of shiny theories. In Sections 6–10 we
prove that natural examples of polite theories are those modeling data structures,
as well as the ubiquitous theory of equality. In Section 11 we draw conclusions
from our work.

2 Preliminaries

2.1 Syntax

A signature Σ is a triple (S, F, P ) where S is a set of sorts, F is a set of function
symbols, P is a set of predicate symbols, and all the symbols in F, P have arities
constructed using the sorts in S. Given a signature Σ = (S, F, P ), we write ΣS

for S, ΣF for F , and ΣP for P . If Σ1 = (S1, F1, P1) and Σ2 = (S2, F2, P2) are
signatures, their union is the signature Σ1 ∪Σ2 = (S1 ∪ S2, F1 ∪ F2, P1 ∪ P2).

Given a signature Σ, we assume the standard notions of Σ-term, Σ-literal,
and Σ-formula. A Σ-sentence is a Σ-formula with no free variables. A literal
is flat if it is of the form x ≈ y, x 6≈ y, x ≈ f(y1, . . . , yn), p(y1, . . . , yn), and
¬p(y1, . . . , yn), where x, y, y1, . . . , yn are variables, f is a function symbol, and
p is a predicate symbol.

If t is a term, we denote with varsσ(t) the set of variables of sort σ occurring
in t. Similarly, if ϕ is a formula, we denote with varsσ(ϕ) the set of free variables
of sort σ occurring in t. If ϕ is either a term or a formula, we denote with vars(ϕ)
the set

⋃
σ varsσ(ϕ). Finally, if Φ is a set of terms or a set of formulae, we let

varsσ(Φ) =
⋃

ϕ∈Φ varsσ(ϕ) and vars(Φ) =
⋃

ϕ∈Φ vars(ϕ).
In the rest of this paper, we identify conjunctions of formulae ϕ1 ∧ · · · ∧ ϕn

with the set {ϕ1, . . . , ϕn}.
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2.2 Semantics

Definition 1. Let Σ be a signature, and let X be a set of variables whose sorts
are in ΣS. A Σ-interpretation A over X is a map which interprets each
sort σ ∈ ΣS as a non-empty domain Aσ, each variable x ∈ X of sort σ as an
element xA ∈ Aσ, each function symbol f ∈ ΣF of arity σ1 × · · · × σn → τ as a
function fA : Aσ1 × · · · ×Aσn → Aτ , and each predicate symbol p ∈ ΣP of arity
σ1 × · · · × σn as a subset pA of Aσ1 × · · · ×Aσn

.
A Σ-structure is a Σ-interpretation over an empty set of variables. �

A Σ-formula ϕ over a set X of variables is satisfiable if it is true in some
Σ-interpretation over X. Two Σ-formulae ϕ and ψ over a set X of variables are
equivalent if ϕA = ψA, for all Σ-interpretations over X.

Let A be an Ω-interpretation over some set V of variables. For a signature
Σ ⊆ Ω and a set of variables U ⊆ V , we denote with AΣ,U the interpretation
obtained from A by restricting it to interpret only the symbols in Σ and the
variables in U . Furthermore, we let AΣ = AΣ,∅.

2.3 Theories

Following Ganzinger [9], we define theories as sets of structures rather than as
sets of sentences. More formally, we give the following definition.

Definition 2. A Σ-theory is a pair (Σ,A) where Σ is a signature and A is
a class of Σ-structures. Given a theory T = (Σ,A), a T -interpretation is a
Σ-interpretation A such that AΣ ∈ A. �

Given a Σ-theory T , a Σ-formula ϕ over a set X of variables is T -satisfiable
if it is true in some T -interpretation over X. We write A |=T ϕ when A is a
T -interpretation satisfying ϕ. Given a Σ-theory T , two Σ-formulae ϕ and ψ over
a set X of variables are T -equivalent if ϕA = ψA, for all T -interpretations over
X.

Given a Σ-theory T , the quantifier-free satisfiability problem of T is the
problem of deciding, for each quantifier-free Σ-formula ϕ, whether or not ϕ is
T -satisfiable.

Definition 3 (Combination). Let Ti = (Σi,Ai) be a theory, for i = 1, 2. The
combination of T1 and T2 is the theory T1 ⊕ T2 = (Σ,A) where Σ = Σ1 ∪Σ2

and A =
{
A | AΣ1 ∈ A1 and AΣ2 ∈ A2

}
. �

If Φ is a set of Σ-sentences, we let TheoryΣ(Φ) = (Σ,A) be the theory such
that A is the class of all Σ-structures satisfying Φ.

Proposition 4. Let Φi be a set of Σi-sentences, for i = 1, 2. Then

TheoryΣ1(Φ1)⊕ TheoryΣ2(Φ2) = TheoryΣ1∪Σ2(Φ1 ∪ Φ2) . �
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Proof. Let

(Σ,A1) = TheoryΣ1(Φ1) ,

(Σ,A2) = TheoryΣ2(Φ2) ,

(Σ,A) = TheoryΣ1∪Σ2(Φ1 ∪ Φ2) ,

(Σ,B) = TheoryΣ1(Φ1)⊕ TheoryΣ2(Φ2)

Then:

A ∈ B ⇐⇒ AΣ1 ∈ A1 and AΣ2 ∈ A2

⇐⇒ AΣ1 satisfies Φ1 and AΣ2 satisfies Φ2

⇐⇒ A satisfies Φ1 ∪ Φ2

⇐⇒ A ∈ A . �

We introduce below several classes of theories. We will see how they relate
in Remark 10.

Definition 5 (Finite model property). Let Σ be a signature, let S ⊆ ΣS be
a set of sorts, and let T be a Σ-theory. We say that T has the finite model
property with respect to S if for every T -satisfiable quantifier-free Σ-formula
ϕ there exists a T -interpretation A satisfying ϕ such that Aσ is finite, for each
sort σ ∈ S. �

Definition 6 (Stable infiniteness). Let Σ be a signature, let S ⊆ ΣS be a
set of sorts, and let T be a Σ-theory. We say that T is stably infinite with
respect to S if for every T -satisfiable quantifier-free Σ-formula ϕ there exists a
T -interpretation A satisfying ϕ such that Aσ is infinite, for each sort σ ∈ S. �

Definition 7 (Smoothness). Let Σ be a signature, let S = {σ1, . . . , σn} ⊆ ΣS

be a set of sorts, and let T be a Σ-theory. We say that T is smooth with respect
to S if:

– for every T -satisfiable quantifier-free Σ-formula ϕ,
– for every T -interpretation A satisfying ϕ,
– for every cardinal number κ1, . . . , κn such that κi ≥ |Aσi

|, for i = 1, . . . , n,

there exists a T -interpretation B satisfying ϕ such that

|Bσi | = κi , for i = 1, . . . , n . �

Definition 8 (Finite witnessability). Let Σ be a signature, let S ⊆ ΣS be a
set of sorts, and let T be a Σ-theory. We say that T is finitely witnessable
with respect to S if there exists a computable function witness that for every
quantifier-free Σ-formula ϕ returns a quantifier-free Σ-formula ψ = witness(ϕ)
such that:

(i) ϕ and (∃v̄)ψ are T -equivalent, where v̄ = vars(ψ) \ vars(ϕ);
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Figure 1: Relationships between classes of theories.

(ii) if ψ is T -satisfiable then there exists a T -interpretation A satisfying ψ such
that Aσ = [varsσ(ψ)]A, for each σ ∈ S. �

Definition 9 (Politeness). Let Σ be a signature, let S ⊆ ΣS be a set of sorts,
and let T be a Σ-theory. We say that T is polite with respect to S if it is both
smooth and finitely witnessable with respect to S. �

Remark 10. Let Σ be a signature, let S ⊆ ΣS, and let T be a Σ-theory. Then
the following holds (cf. Figure 1):

– If T is smooth with respect to S then T is stably infinite with respect to S.
– If T is finitely witnessable with respect to S then T has the finite model

property with respect to S. �

3 Flat literals

In the rest of this report we will prove that several theories are polite.
For convenience, when proving that a Σ-theory T is smooth with respect

to a set S of sorts, we will restrict ourselves to conjunctions of flat Σ-literals.
Furthermore, when proving that T is finitely witnessable with respect to S, we
will define the function witnessT by restricting ourselves to conjunctions Γ of
flat Σ-literals such that varsσ(Γ ) 6= ∅, for each sort σ ∈ S.

The following two propositions show that this can be done without loss of
generality.

Proposition 11. Let Σ be a signature, let S = {σ1, . . . , σn} ⊆ ΣS be a set
of sorts, and let T be a Σ-theory. Assume that for every conjunction Γ of flat
Σ-literals, for every T -interpretation A satisfying Γ , for every sort τ ∈ S, and
for every cardinal number κ > |Aτ |, there exists a T -interpretation B satisfying
Γ such that

|Bτ | = κ ,

and

|Bσ| = |Aσ| , for σ ∈ S \ {τ} .

Then T is smooth with respect to S. �

6



Proof. It suffices to note that every quantifier-free Σ-formula is T -equivalent
to a DNF Γ1 ∨ · · · ∨ Γn such that all the Γi belong to L. �

Proposition 12. Let Σ be a signature, let S = {σ1, . . . , σn} ⊆ ΣS be a set of
sorts, and let T be a Σ-theory. Also, let L be the set of all conjunctions Γ of flat
Σ-literals such that varsσ(Γ ) 6= ∅, for each sort σ ∈ S.

Assume that there exists a computable function w that, for every conjunction
Γ in L, returns a quantifier-free Σ-formula ψ = w(Γ ) such that:

(i) Γ and (∃v̄)ψ are T -equivalent, where v̄ = vars(ψ) \ vars(Γ );
(ii) if ψ is T -satisfiable then there exists a T -interpretation A satisfying ψ such

that Aσ = [varsσ(ψ)]A, for each σ ∈ S.

Then T is finitely witnessable with respect to S. �

Proof. We want to define a witness function witness on all quantifier-free Σ-
formulae by using as a black box the function w defined on L.

To do so, let ϕ be a quantifier-free Σ-formula, and perform the following:

– convert ϕ into a T -equivalent DNF Γ1 ∨ · · · ∨Γn such that varsσ(Γ ) 6= ∅, for
each σ ∈ S;

– let witness(ϕ) = w(Γ1) ∨ · · · ∨ w(Γn). �

4 The combination method

Let Ti be a Σi-theory, for i = 1, 2, and let S = ΣS
1 ∩ΣS

2 . Assume that:

– the quantifier-free satisfiability problem of Ti is decidable, for i = 1, 2;
– ΣF

1 ∩ΣF
2 = ∅ and ΣP

1 ∩ΣP
2 = ∅;

– T2 is polite with respect to S.

In this section we describe a method for combining the decision procedures for
the quantifier-free satisfiability problems of T1 and of T2 in order to decide the
quantifier-free satisfiability problem of T1 ⊕ T2. Without loss of generality, we
restrict ourselves to conjunctions of literals.

The combination method consists of four phases: variable abstraction, witness
introduction, decomposition, and check.

First phase: variable abstraction. Let Γ be a conjunction of (Σ1 ∪ Σ2)-literals.
The output of the variable abstraction phase is a conjunction Γ1 ∪ Γ2 satisfying
the following properties:

(a) each literal in Γi is a Σi-literal, for i = 1, 2;
(b) Γ1 ∪ Γ2 is (T1 ⊕ T2)-satisfiable if and only if Γ is (T1 ⊕ T2)-satisfiable.

Note that properties (a) and (b) can be effectively enforced with the help of
fresh variables. We call Γ1 ∪ Γ2 a conjunction of literals in separate form.
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Second phase: witness introduction. Let Γ1 ∪ Γ2 be a conjunction of literals in
separate form returned in the variable abstraction phase. In the witness introduc-
tion phase we compute ψ2 = witnessT2(Γ2), and we output Γ1∪{ψ2}. Intuitively,
this phase introduces the fresh variables in vars(ψ2) \ vars(Γ ), whose role is to
witness that certain facts hold for the polite theory T2.3

Third phase: decomposition. Let Γ1 ∪ {ψ2} be the conjunction obtained in the
witness introduction phase. Let Vσ = varsσ(ψ2) for each σ ∈ S, and let V =⋃

σ∈S Vσ. In the decomposition phase we nondeterministically guess a family E
of equivalence relations E = {Eσ ⊆ Vσ × Vσ | σ ∈ S}. Then, we construct the
arrangement of V induced by E, defined by

arr(V,E) = {x ≈ y | (x, y) ∈ Eσ and σ ∈ S} ∪
{x 6≈ y | (x, y) ∈ (Vσ × Vσ) \ Eσ and σ ∈ S} ,

and we output the conjunction Γ1 ∪ {ψ2} ∪ arr(V,E).

Fourth phase: check. Let Γ1 ∪ {ψ2} ∪ arr(V,E) be a conjunction obtained in
the decomposition phase. The check phase consists in performing the following
steps:

Step 1. If Γ1 ∪ arr(V,E) is T1-satisfiable go to the next step; otherwise output
fail.

Step 2. If {ψ2}∪arr(V,E) is T2-satisfiable go to the next step; otherwise output
fail.

Step 3. output succeed.

4.1 An example

Let Σ1 be the signature containing a sort elem, as well as two constant symbols
a and b of sort elem. Consider the Σ1-theory T1 = TheoryΣ1(Φ1), where

Φ1 = {(∀elem x)(x ≈ a ∨ x ≈ b)} .

Clearly, for every T1-interpretation A, we have |Aelem| ≤ 2. Therefore, T1 is not
stably infinite with respect to {elem}.

Next, consider the Σset-theory Tset of sets of elements. The signature Σset

contains, among other set-theoretical symbols, a sort elem for elements, and a
sort set for sets of elements. The theory Tset will be defined more formally in
Subsection 9. For this example, it suffices to know that Tset is polite with respect
to {elem}.

3 For instance, in the theory of arrays a literal a 6≈array b implies that there is an index
i such that read(a, i) 6≈ read(b, i). Then, i can be thought of as a witness of a 6≈array b.
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Next, consider the following conjunction Γ of (Σ1 ∪Σset)-literals:

Γ =


a ≈ b ,
x 6≈ ∅ ,
y 6≈ ∅ ,
x ∩ y ≈ ∅

 ,

where x and y are set-variables.
Note that Γ is (T1 ⊕ Tset)-unsatisfiable. To see this, assume by contradiction

that A is a (T1⊕Tset)-interpretation such that Γ is true in A. By the first literal
in Γ , we have |Aelem| = 1. However, by the three last literals in Γ , we have
|Aelem| ≥ 2, a contradiction.

We want to formally detect that Γ is (T1 ⊕ Tset)-unsatisfiable by using our
combination method.

Since all literals in Γ are either Σ1-literals or Σset-literals, in the variable
abstraction phase we do not need to introduce fresh variables, and we simply
return the two conjunctions:

Γ1 =
{
a ≈ b

}
, Γset =

x 6≈ ∅ ,
y 6≈ ∅ ,
x ∩ y ≈ ∅

 .

In the witness introduction phase we need to compute witnessset(Γset). The
intuition behind the computation of witnessset(Γset) is as follows.4

The literal x 6≈ ∅ implies the existence of an element wx in x. Likewise,
the literal y 6≈ ∅ implies the existence of an element wy in y. The output of
witnessset(Γset) is a conjunction ∆set that makes explicit the existence of the
elements wx and wy. We can do this by letting

∆set =

wx ∈ x ,
wy ∈ y ,
x ∩ y ≈ ∅

 .

Note that Γset and (∃elem wx)(∃elem wy)∆set are Tset-equivalent.
In the decomposition phase we need to guess an equivalence relation Eelem

over the variables in varselem(∆set). Since varselem(∆set) = {wx, wy}, there are
two possible choices: either we guess (wx, wy) ∈ Eelem or we guess (wx, wy) /∈
Eelem.

If we guess (wx, wy) ∈ Eelem then we have that ∆set ∪ {wx ≈ wy} is Tset-
unsatisfiable, and we will output fail in step 2 of the check phase. If instead
we guess (wx, wy) /∈ Eelem then we have that Γ1 ∪{wx 6≈ wy} is T1-unsatisfiable,
and we will output fail in step 1 of the check phase.

Since the check phase outputs fail for any equivalence relation Eelem of
varselem(∆set), our combination method correctly concludes that Γ is (T1⊕Tset)-
unsatisfiable.
4 A formal definition of a function witnessset can be found in Subsection 9. For this

example, we prefer to stick to intuitive arguments.
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4.2 Correctness and complexity

The correctness of our combination method is based on the following Combi-
nation Theorem, which is a particular case of a combination result holding for
order-sorted logic [11].

Theorem 13 (Combination). Let Σ1 and Σ2 be signatures such that ΣF
1 ∩

ΣF
2 = ∅ and ΣP

1 ∩ ΣP
2 = ∅. Also, let Φi be a set of Σi-formulae, for i = 1, 2.

Then Φ1∪Φ2 is satisfiable if and only if there exists an interpretation A satisfying
Φ1 and an interpretation B satisfying Φ2 such that:

(i) |Aσ| = |Bσ|, for every σ ∈ ΣS
1 ∩ΣS

2 ;
(ii) xA = yA if and only if xB = yB, for every x, y ∈ vars(Φ1) ∩ vars(Φ2). �

Proposition 14. Let Ti be a Σi-theory such that ΣF
1 ∩ΣF

2 = ∅ and ΣP
1 ∩ΣP

2 = ∅,
for i = 1, 2. Assume that T2 is polite with respect to S = ΣS

1∩ΣS
2 . Also, let Γ1∪Γ2

be a conjunction of literals in separate form, and let ψ2 = witnessT2(Γ2). Finally,
let Vσ = varsσ(ψ2), for each σ ∈ S, and let V =

⋃
σ∈S Vσ. Then the following

are equivalent:

1. Γ1 ∪ Γ2 is (T1 ⊕ T2)-satisfiable;
2. There exists a family E of equivalence relations

E = {Eσ ⊆ Vσ × Vσ | σ ∈ S} ,

such that Γ1∪arr(V,E) is T1-satisfiable and {ψ2}∪arr(V,E) is T2-satisfiable.�

Proof. (1 ⇒ 2). Assume that Γ1∪Γ2 is (T1⊕T2)-satisfiable. Let v̄ = vars(ψ2)\
vars(Γ2). Since Γ2 and (∃v̄)ψ2 are T2-equivalent, it follows that Γ1∪{ψ2} is also
(T1 ⊕ T2)-satisfiable. Thus, we can fix a (T1 ⊕ T2)-interpretation A satisfying
Γ1 ∪ {ψ2}. Next, let E = {Eσ | σ ∈ S} where

Eσ = {(x, y) | x, y ∈ Vσ and xA = yA} , for σ ∈ S .

By construction, we have that Γ1 ∪ arr(V,E) is T1-satisfiable and {ψ2} ∪
arr(V,E) is T2-satisfiable.

(2 ⇒ 1). Let A be a T1-interpretation satisfying Γ1 ∪ arr(V,E), and let B be a
T2-interpretation satisfying {ψ2}∪arr(V,E). Since T2 is finitely witnessable, we
can assume without loss of generality that Bσ = V B

σ , for each σ ∈ S.
Thus, for each σ ∈ S, we have

|Bσ| = |V B
σ | since Bσ = V B

σ

= |V A
σ | since both A and B satisfy arr(V,E)

≤ |Aσ| since V A
σ ⊆ Aσ .
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But then, by the smoothness of T2, there exists a T2-interpretation C satisfy-
ing {ψ2}∪arr(V,E) such that |Cσ| = |Aσ|, for each σ ∈ S. We can therefore ap-
ply Theorem 13 to A and C, obtaining the existence of a (T1⊕T2)-interpretation
F satisfying Γ1 ∪ {ψ2} ∪ arr(V,E). Since Γ2 and (∃v̄)ψ2 are T2-equivalent, it
follows that F also satisfies Γ1 ∪ Γ2. �

Using Proposition 14 and the fact that our combination method is terminat-
ing, we obtain the correctness of our combination method.

Theorem 15 (Correctness and complexity). Let Ti be a Σi-theory, for i =
1, 2. Assume that:

– the quantifier-free satisfiability problem of Ti is decidable, for i = 1, 2;
– ΣF

1 ∩ΣF
2 = ∅ and ΣP

1 ∩ΣP
2 = ∅;

– T2 is polite with respect to ΣS
1 ∩ΣS

2 .

Then the quantifier-free satisfiability problem of is decidable.
Moreover, if the quantifier-free satisfiability problems of T1 and of T2 are in

NP, and witnessT2 is computable in polynomial time, then the quantifier-free
satisfiability problem of T1 ⊕ T2 is NP-complete. �

Proof. Clearly, the decidability of the quantifier-free satisfiability problem of
T1 ⊕ T2 follows by Proposition 14 and the fact that our combination method is
terminating.

Concerning NP -hardness, note that if we can solve the quantifier-free satis-
fiability problem of T1 ⊕ T2, then we can also solve propositional satisfiability.

Concerning membership in NP , assume that the quantifier-free satisfiabil-
ity problems of T1 and of T2 are in NP , and that witnessT2 is computable
in polynomial time. Without loss of generality, it is enough to show that in
nondeterministic polynomial time we can check the (T1 ⊕ T2)-satisfiability of
conjunctions of (Σ1 ∪ Σ2)-literals. To see this, note that the execution of our
combination method requires to guess an arrangement over a set of variables
whose cardinality is polynomial with respect to the size of the input. This guess
can be done in nondeterministic polynomial time. �

Theorem 15 can be repeatedly applied to consider the union of n theories
T1⊕ · · ·⊕Tn, where T2, . . . , Tn are polite with respect to the set of shared sorts.
This leads to the following generalization of Theorem 15 for n theories.

Theorem 16. Let n ≥ 2, and let Ti be a Σi-theory, for 1 ≤ i ≤ n. Also, let
S =

⋃
i 6=j(Σ

S
i ∩ΣS

j ). Assume that:

– the quantifier-free satisfiability problem of Ti is decidable, for 1 ≤ i ≤ n;
–

⋃
i 6=j(Σ

S
i ∩ΣS

j ) =
⋂

iΣ
S
i ;

– ΣF
i ∩ΣF

j = ∅ and ΣP
i ∩ΣP

j = ∅, for 1 ≤ i < j ≤ n;
– Ti is polite with respect to S, for 2 ≤ i ≤ n.

Then the quantifier-free satisfiability problem of T1 ⊕ · · · ⊕ Tn is decidable.
Moreover, if the quantifier-free satisfiability problem of Ti is in NP, for 1 ≤

i ≤ n, and witnessTi
is computable in polynomial time, for 2 ≤ i ≤ n, then the

quantifier-free satisfiability problem of T1 ⊕ · · · ⊕ Tn is NP-complete. �
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Proof. We proceed by induction on n. If n = 2 we can apply our combination
method to T1 and T2, and the claim follows by Theorem 15. If instead n > 2, it
suffices to apply our combination method first to T1 and T2, and subsequently
to T1 ⊕ T2, T3, . . . , Tn. �

5 Shiny theories

Shiny theories were introduced by Tinelli and Zarba [12] in order to extend the
one-sorted version of the Nelson-Oppen method to the combination of nonstably
infinite theories. Shiny theories are interesting because every shiny theory S can
be combined with any other theory T , even if the latter is not stably infinite.

The notion of shininess was originally introduced in one-sorted logic, and
in this section we generalize it to many-sorted logic. We also prove that, under
rather weak assumptions, shininess is equivalent to politeness in one-sorted logic.
The equivalence is less clear in many-sorted logic.

Definition 17. Let T be a Σ-theory, let S ⊆ ΣS, and let ϕ be a T -satisfiable
quantifier-free Σ-formula. We denote with mincardT,S(ϕ) the minimum of the
following set of cardinal numbers:{(

max
σ∈S

|Aσ|
)

| A |=T ϕ

}
. �

Remark 18. Let T be a Σ-theory that has the finite model property with
respect to S. Then, for every T -satisfiable quantifier-free Σ-formula ϕ, we have
mincardT,S(ϕ) ∈ N+. �

Definition 19 (Shininess). Let Σ be a signature, let S ⊆ ΣS be a set of sorts,
and let T be a Σ-theory. We say that T is shiny with respect to S if:

– T is smooth with respect to S;
– T has the finite model property with respect to S;
– mincardT,S is computable. �

The following proposition shows that shinineness always implies politeness.

Proposition 20. Let T be a shiny theory with respect to a set S of sorts. Then
T is polite with respect to S. �

Proof. By assumption, T is smooth with respect to S. To prove that T is also
finitely witnessable with respect to S, let ϕ be a T -satisfiable quantifier-free
Σ-formula, and let n = mincardT,S(ϕ).

Then there exists a T -interpretation A satisfying ϕ such that |Aσ| ≤ n, for
each σ ∈ S. Therefore, for each σ ∈ S, we can let Aσ = {aσ

1 , . . . , a
σ
kσ
}, with

kσ < n.

12



For each sort σ ∈ S, let wσ
1 , . . . , w

σ
n be fresh variables of sort σ not occurring

in ϕ. Consider the formula:

ψ : ϕ ∧
∧
σ∈S

n∧
i=1

(wσ
i ≈ wσ

i ) .

Clearly, ϕ and (∃w̄)ψ are T -equivalent, where w̄ = vars(ψ) \ vars(ϕ). Moreover,
ψ is true in the T -interpretation B obtained by extending A as follows:

(wσ
i )B =

{
aσ

i , if i ≤ kσ ,

aσ
1 , if i > kσ .

But then, we can define a witness function for T by letting witness(ϕ) = ψ.�

The following proposition establishes sufficient conditions under which po-
liteness implies shininess.

Proposition 21. Let Σ be a signature, let S ⊆ ΣS be a set of sorts, and let T
be a Σ-theory. Assume that:

– ΣS = S;
– Σ is finite;
– For each Σ-interpretation A such that

⋃
σ∈S Aσ is finite, it is decidable to

check whether A is a T -interpretation or not;
– T is polite with respect to S.

Then T is shiny with respect to S. �

Proof. By assumption, T is smooth with respect to S. Also, T has the finite
model property with respect to S.

Next, we claim that the function mincardT,S can be effectively computed
by the procedure Mincard in Figure 2. To see this, we need to show that the
procedure Mincard is terminating and partially correct.

Concerning termination, just note that since ΣS = S, it follows that, for
each k > 0, the number of interpretations enumerated (modulo isomorphism) in
line 4 is finite.

Concerning partial correctness, assume that the procedure Mincard ex-
its at line 6. Then there exists an integer k such that ϕA = true, for some
T -interpretation A such that |Aσ| ≤ k, for all σ ∈ S. Moreover, for all T -
interpretations B such that |Bσ| ≤ k − 1, for all σ ∈ S, we have ϕB = false.
Therefore, mincardT,S(ϕ) = k.

Next, assume that the procedure Mincard exits at line 7. It follows that for
all T -interpretations B such that |Bσ| ≤ n−1, for all σ ∈ S, we have ϕB = false.
This implies that mincardT,S(ϕ) ≥ n. Moreover, since

n = max {j | j = |varsσ(witness(ϕ))| and σ ∈ S} ,

it follows that there exists a T -interpretation A such that ϕA = true and |Aσ| ≤
n, for all σ ∈ S. This implies that mincardT,S(ϕ) ≤ n.

13



Input: A T -satisfiable quantifier-free Σ-formula ϕ
Output: mincardT,S(ϕ)

1: procedure Mincard(ϕ)
2: n← max {j | j = |varsσ(witness(ϕ))| and σ ∈ S}
3: for k ← 1 to n− 1 do
4: for all Σ-interpretations A over vars(ϕ) s.t. k = maxσ∈S |Aσ| do
5: if A |=T ϕ then
6: return k
7: return n

Figure 2: A procedure for computing mincardT,σ.

Since mincardT,S(ϕ) ≥ n and mincardT,S(ϕ) ≤ n, we obtain mincardT,S(ϕ) =
n. �

When
∣∣ΣS

∣∣ = 1, Proposition 21 tells us that in the one-sorted case politeness
and shininess are the same concept for all practical purposes. When

∣∣ΣS
∣∣ > 1, the

hypothesis ΣS = S may be too strong. Consequently, the equivalence between
politeness and shininess is less clear in the many-sorted case.

6 Equality

Definition 22. The theory of equality with signatureΣ is the theory TΣ
≈ =

〈Σ,A〉, where A is the class of all Σ-structures. �

6.1 Smoothness

Proposition 23. Let Σ be a signature, and let τ ∈ ΣS. Also, let Γ be a satisfi-
able conjunction of flat Σ-literals, let A be a Σ-interpretation satisfying Γ , and
let κ > |Aτ |.

Then there exists a Σ-interpretation B satisfying Γ such that

|Bσ| =

{
κ , if σ = τ ,

|Aσ| , otherwise. �

Proof. Let Vσ = varsσ(Γ ), for σ ∈ ΣS, and let V =
⋃

σ∈ΣS Vσ. We construct a
Σ-interpretation B over V as follows. Fix a set A′ such that |Aτ ∪A′| = κ, and
let

Bσ =

{
Aτ ∪A′ , if σ = τ ,

Aσ , otherwise ,

and

xB = xA , for each variable x ∈ V .

14



In order to define B over the symbols in Σ, fix an element aσ
0 in Aσ, for each

σ ∈ ΣS. Then, we let:

– for function symbols f of arity σ1 × · · · × σn → σ:

fB(a1, . . . , an) =

{
fA(a1, . . . , an) , if a1 ∈ Aσ1 , . . . , an ∈ Aσn ,

aσ
0 , otherwise ,

– for predicate symbols p of arity σ1 × · · · × σn:

(a1, . . . , an) ∈ pB ⇐⇒ a1 ∈ Aσ1 , . . . , an ∈ Aσn and (a1, . . . , an) ∈ pA .

By construction, B is a TΣ
≈ -interpretation such that |Bτ | = κ and |Bσ| = |Aσ|,

for σ 6= τ . Next, we show that B satisfies all literals in Γ .

Literals of the form x = y and x 6= y. Immediate.

Literals of the form x = f(y1, . . . , yn), where f is a function symbol of arity
σ1 × · · · × σn → σ. We have:

xB = xA

= fA
(
yA1 , . . . , y

A
n

)
= fB

(
yB1 , . . . , y

B
n

)
since

(
yA1 , . . . , y

A
n

)
∈ Aσ1 × · · · ×Aσn

.

Literals of the form p(y1, . . . , yn) and ¬p(y1, . . . , yn), where p is a predicate sym-
bol of arity σ1×· · ·×σn. Just observe that, since

(
yA1 , . . . , y

A
n

)
∈ Aσ1×· · ·×Aσn ,

we have that (yA1 , . . . , y
A
n ) ∈ pA iff (yB1 , . . . , y

B
n ) ∈ pB. �

Proposition 24 (Smoothness). For each signature Σ, and for any non-empty
set of sorts S ⊆ ΣS, the theory TΣ

≈ is smooth with respect to S. �

Proof. By Propositions 11 and 23. �

6.2 Finite witnessability

Witness function. A witness function witness≈ for TΣ
≈ can be defined as follows.

Without loss of generality, let Γ be a conjunction of flat Σ-literals such that
varsσ(Γ ) 6= ∅, for each sort σ ∈ S. Then we simply let witness≈(Γ ) = Γ .

Proposition 25. Let Γ be a conjunction of flat Σ-literals, and let S ⊆ ΣS. As-
sume that varsσ(Γ ) 6= ∅, for each sort σ ∈ S. Then the following are equivalent:

1. Γ is satisfiable.
2. There exists a Σ-interpretation A satisfying Γ such that Aσ = [varsσ(Γ )]A,

for each sort σ ∈ S. �
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Proof. (2 ⇒ 1). Immediate.

(1 ⇒ 2). Let Vσ = varsσ(Γ ), for σ ∈ ΣS, and let V =
⋃

σ∈ΣS Vσ. Since Γ is
satisfiable, there exists a Σ-interpretation B satisfying Γ . We will use Γ in order
to construct an opportune TΣ

≈ -interpretation A.
For σ ∈ S, denote with ∼σ the equivalence relation over the Σ-terms over V

of sort σ, defined by s ∼σ t iff sB = tB. In the following, we write ∼ in place of
∼σ when the sort σ is clear from the context.

Next, let Tσ be the set of terms of sort σ that occur in Γ . If for a sort σ we
have Tσ = ∅, fix a fresh variable xσ

0 of sort σ.
Let A be the Σ-interpretation over V and the variables xσ

0 constructed as
follows. First, we let

Aσ =

{
Tσ/ ∼ , if Tσ 6= ∅ ,
{[xσ

0 ]∼} , otherwise .

and

xA = [x]∼ , for each variable x .

In order to define A over the symbols in Σ, fix an element aσ
0 in Aσ, for each

σ ∈ ΣS. Then, we let:

– for function symbols f of arity σ1 × · · · × σn → σ:

fA([t1]∼, . . . , [tn]∼) =

{
[f(t1, . . . , tn)]∼ , if f(t1, . . . , tn) ∈ Tσ ,

aσ
0 , otherwise ,

– for predicate symbols p of arity σ1 × · · · × σn:

([t1]∼, . . . , [tn]∼) ∈ pA ⇐⇒
(
tB1 , . . . , t

B
n

)
∈ pB .

Note that A is a well-defined Σ-interpretation, and that Aσ = [varsσ(Γ )]A,
for each sort σ ∈ S. Next, we show that A satisfies all literals in Γ .

Literals of the form x = y and x 6= y. Immediate.

Literals of the form x = f(y1, . . . , yn), where f is a function symbol of arity
σ1 × · · · × σn → σ. We have:

xA = [x]∼
= [f(y1, . . . , yn)]∼
= fA([y1]∼, . . . , [yn]∼) since f(y1, . . . , yn) ∈ Tσ

= fA
(
yA1 , . . . , y

A
n

)
.
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Literals of the form p(y1, . . . , yn) and ¬p(y1, . . . , yn), where p is a predicate sym-
bol of arity σ1 × · · · × σn. Just observe that:(

yB1 , . . . , y
B
n

)
∈ pB ⇐⇒ ([y1]∼, . . . , [yn]∼) ∈ pA

⇐⇒
(
yA1 , . . . , y

A
n

)
∈ pA . �

Proposition 26 (Finite witnessability). For each signature Σ, and for any
nonempty set of sorts S ⊆ ΣS, the theory TΣ

≈ is finite witnessable with respect
to S. �

Proof. By Propositions 12 and 25. �

6.3 Politeness

Theorem 27 (Politeness). For each signature Σ, and for any nonempty set
of sorts S ⊆ ΣS, the theory TΣ

≈ is polite with respect to S. �

Proof. By Propositions 24 and 26. �

7 Lists

Let A be a nonempty set. A list x over A is a sequence 〈a1, . . . , an〉, where n ≥ 0
and {a1, . . . , an} ⊆ A. We denote with A∗ the set of lists over A.

The theory of lists Tlist has a signature Σlist containing a sort elem for elements
and a sort list for lists of elements, plus the following symbols:

– the constant symbol nil, of sort list;
– the function symbols

• car, of arity list → elem;
• cdr, of arity list → list;
• cons, of arity elem× list → list.

Definition 28. A standard list-interpretation A is a Σlist-interpretation
satisfying the following conditions:

– Alist = (Aelem)∗;
– nilA = 〈〉;
– carA(〈e1, . . . , en〉) = e1, for each n > 0 and e1, . . . , en ∈ Aelem;
– cdrA(〈e1, . . . , en〉) = 〈e2, . . . , en〉, for each n > 0 and e1, . . . , en ∈ Aelem;
– consA(e, 〈e1, . . . , en〉) = 〈e, e1, . . . , en〉, for each n ≥ 0 and e, e1, . . . , en ∈
Aelem.

The theory of lists is the pair Tlist = 〈Σlist,A〉, where A is the class of all
standard list-structures. �

17



7.1 Smoothness

Proposition 29. Let A be a Tlist-interpretation satisfying a conjunction Γ of
flat Σlist-literals, and such that Aelem is finite. Then there exists a Tlist-interpretation
B satisfying Γ such that |Belem| = κ, for each cardinal number κ > |Aelem|. �

Proof. Let Vσ = varsσ(Γ ), for σ ∈ {elem, list}. We construct a Tlist-interpretation
B over Velem ∪ Vlist as follows. Fix a set A′ such that |Aelem ∪A′| = κ, and let

Belem = Aelem ∪A′ ,

and

eB = eA , for each elem-variable e ∈ Velem ,

xB = xA , for each list-variable x ∈ Vlist .

By construction, B is a Tlist-interpretation such that |Belem| = κ. Moreover,
it is trivial to check that B satisfies all literals in Γ . �

Proposition 30 (Smoothness). The theory Tlist is smooth with respect to {elem}.�

Proof. By Propositions 11 and 29. �

7.2 Auxiliary functions

In order to prove that the theory Tlist is finitely witnessable with respect to
{elem}, we will use the auxiliary functions compress and δ.

Given x ∈ A∗ and X ⊆ A, the function compress returns the list obtained
from x by removing all elements that are not in X. Formally:

compress(〈α1, . . . , αn〉, X) =


〈〉 , if n = 0 ,
〈α1〉 ◦ compress(〈α2, . . . , αn〉, X) , if n > 0 and α1 ∈ X ,

compress(〈α2, . . . , αn〉, X) , otherwise,

where ◦ is the concatenation operator over lists.
Given x, y ∈ A∗, the function δ tests whether x = y or x 6= y. Formally:

δ([α1, . . . , αn], [β1, . . . , βm]) =



∅ , if n = 0 and m = 0 ,
{α1} , if n > 0 and m = 0 ,
{β1} , if n = 0 and m > 0 ,
{α1, β1} , if n,m > 0 and α1 6= β1 ,

δ([α2, . . . , αn], [β2, . . . , βm]) , otherwise.

Proposition 31. For all lists x, y, the following holds:

(a) x 6= y if and only if δ(x, y) 6= ∅;
(b) for any set X, if x 6= y and δ(x, y) ⊆ X then compress(x,X) 6= compress(y,X).�
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7.3 Finite witnessability

Witness function. A witness function witness list for the theory Tlist can be defined
as follows. Without loss of generality, let Γ be a conjunction of flat Σlist-literals
such that varselem(Γ ) 6= ∅. We let witness list(Γ ) be the result of applying to Γ
the following transformations:

– Replace each literal of the form e ≈ car(x) in Γ with the formula x 6≈ nil →
x ≈ cons(e, y′), where y′ is a fresh list-variable.

– Replace each literal of the form x ≈ cdr(y) in Γ with the formula x 6≈ nil →
y ≈ cons(e′, x), where e′ is a fresh elem-variable.

– For each literal of the form x 6≈list y in Γ , generate two fresh elem-variables
w′x,y and w′′x,y, and add the literals w′x,y ≈ w′x,y and w′′x,y ≈ w′′x,y to Γ .

Remark 32. Let Γ be a conjunction of flat Σlist-literals, let ∆ = witness list(Γ ),
and let v̄ = vars(∆) \ vars(Γ ). Then Γ and (∃v̄)∆ are Tlist-equivalent. �

Proposition 33. Let Γ be a conjunction of flat Σlist-literals such that varselem(Γ ) 6=
∅, and not containing any literal of the form e ≈ car(x) and x ≈ cdr(y). Also,
let k be the number of literals of the form x 6≈list y occurring in Γ . Then the
following are equivalent:

1. Γ is Tlist-satisfiable.
2. There exists a Tlist-interpretation A satisfying Γ such that

Aelem = [varselem(Γ )]A ∪A′ ,

where |A′| ≤ 2k. �

Proof. (2 ⇒ 1). Immediate.

(1 ⇒ 2). Let Vσ = varsσ(Γ ), for σ ∈ {elem, list}. Since Γ is Tlist-satisfiable, there
exists a Tlist-interpretation B satisfying Γ . We will use B in order to construct
an opportune Tlist-interpretation A.

More specifically, we let A be the unique Tlist-interpretation constructed by
letting

Aelem = V B
elem ∪{
α ∈ δ

(
xB, yB

)
| the literal x 6≈ y is in Γ

}
,

and

eA = eB , for each elem-variable e ∈ Velem ,

xA = compress
(
xB, Aelem

)
, for each list-variable x ∈ Vlist .

Note that A is a well-defined Tlist-interpretation, and that Aelem = V A
elem∪A′,

for a set A′ such that |A′| ≤ 2k. Next, we show that A satisfies all literals in Γ .
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Literals of the form e1 ≈elem e2 and e1 6≈elem e2. Immediate.

Literals of the form x ≈list y. We have

xA = compress
(
xB, Aelem

)
= compress

(
yB, Aelem

)
= yA .

Literals of the form x 6≈list y. By Proposition 31 (with X = Aelem).

Literals of the form x ≈ nil. We have

xA = compress
(
xB, Aelem

)
= compress(〈〉, Aelem)
= 〈〉 .

Literals of the form x ≈ cons(e, y). We have

xA = compress
(
xB, Aelem

)
= compress

(〈
eB

〉
◦ yB, Aelem

)
=

〈
eB

〉
◦ compress

(
yB, Aelem

)
since eB ∈ Aelem

=
〈
eA

〉
◦ yA �

Proposition 34 (Finite witnessability). The theory Tlist is finitely witness-
able with respect to {elem}. �

Proof. By Propositions 12, Remark 32, and Proposition 33. �

7.4 Politeness

Theorem 35 (Politeness). The theory Tlist is polite with respect to {elem}. �

Proof. By Propositions 30 and 34. �

7.5 A conjecture.

We conjecture that a more efficient witness function witness ′list for Tlist can be
defined as follows. Without loss of generality, let Γ be a conjunction of flat Σlist-
literals such that varselem(Γ ) 6= ∅. We let witness ′list be the result of applying to
Γ the following transformation:

– Replace each literal of the form x ≈ cdr(y) in Γ with the formula x 6≈ nil →
y ≈ cons(e′, x), where e′ is a fresh elem-variable.

We do not have yet a formal proof of this claim.
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8 Arrays

The theory of arrays Tarray has a signature Σarray containing a sort elem for
elements, a sort index for indices, and a sort array for arrays, plus the following
two function symbols:

– read, of sort array × index → elem;
– write, of sort array × index× elem → array.

Notation. Given a : I → E, i ∈ I and e ∈ E, we define ai 7→e : I → E as follows:
ai 7→e(i) = e and ai 7→e(j) = a(j), for j 6= i.

Definition 36. A Standard array-interpretationA is aΣarray-interpretation
satisfying the following conditions:

– Aarray = (Aelem)Aindex ;
– readA(a, i) = a(i), for each a ∈ Aarray and i ∈ Aindex;
– writeA(a, i, e) = ai 7→e, for each a ∈ Aarray, i ∈ Aindex, and e ∈ Aelem.

The theory of arrays is the pair Tarray = 〈Σarray,A〉, where A is the class of
all standard array-structures. �

8.1 Smoothness

Proposition 37. Let A be a Tarray-interpretation satisfying a conjunction Γ
of flat Σarray-literals, and such that Aindex is finite. Then there exists a Tarray-
interpretation B satisfying Γ such that |Belem| = |Aelem| and |Bindex| = κ, for
each cardinal number κ > |Aindex|. �

Proof. Let Vσ = varsσ(Γ ), for σ ∈ {elem, index, array}. We constructs a Tarray-
interpretation B over Velem ∪ Vindex ∪ Varray as follows. Fix a set A′ such that
|Aindex ∪A′| = κ, and let

Bindex = Aindex ∪A′ ,
Belem = Aelem ,

and

iB = iA , for each index-variable i ∈ Vindex ,

eB = eA , for each elem-variable e ∈ Velem .

In order to define B over the array-variables, fix an element e0 ∈ Aelem. Then, for
each array-variable a ∈ Varray, we let

aB(i) =

{
aA(i) , if i ∈ Aindex ,

e0 , otherwise .

By construction, B is a Tarray-interpretation such that |Belem| = |Aelem| and
|Bindex| = κ. Next, we show that B satisfies all literals in Γ .
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Literals of the form e1 ≈elem e2, e1 6≈elem e2, i ≈index j, and i 6≈index j. Immediate.

Literals of the form a ≈array b. Let i ∈ Bindex. If i ∈ Aindex then aB(i) = aA(i) =
bA(i) = bB(i). If i /∈ Aindex then aB(i) = e0 = aB(i). Thus, aB = bB.

Literals of the form a 6≈array b. Since aA 6= bA, there exists an index i ∈ Aindex

such that aA(i) 6= bA(i). It follows that aB(i) 6= bB(i), which implies aB 6= bB.

Literals of the form e ≈ read(a, i). We have:

eB = eA

= [read(a, i)]A

= aA
(
iA

)
= aB

(
iB

)
since iA ∈ Aindex .

Literals of the form a = write(b, i, e). We have aB(iB) = aA(iA) = eA = eB.
Next, let j ∈ Bindex such that j 6= iB. If j ∈ Aindex then we have aB(j) =
aA(j) = bA(j) = bB(j). If instead j /∈ Aindex then aB(j) = e0 = bB(j). Thus,
aB = bBiB 7→eB . �

Proposition 38. Let A be a Tarray-interpretation satisfying a conjunction Γ
of flat Σarray-literals, and such that Aelem is finite. Then there exists a Tarray-
interpretation B satisfying Γ such that |Bindex| = |Aindex| and |Belem| = κ, for
each κ > |Aelem|. �

Proof. Similar to the proof of Proposition 37. �

Proposition 39 (Smoothness). For any non-empty set of sorts S ⊆ {elem, index},
the theory Tarray is smooth with respect to S. �

Proof. By Propositions 11, 37, and 38. �

8.2 Finite witnessability

Witness Function. A witness function witnessarray for the theory Tarray can be
defined as follows. Without loss of generality, let Γ be a conjunction of flat Σarray-
literals such that vars index(Γ ) 6= ∅ and varselem(Γ ) 6= ∅. We let witnessarray(Γ ) be
the result of applying to Γ the following transformation:

– Replace each literal of the form a 6≈array b in Γ with a literal of the form
read(a, i′) 6≈ read(b, i′), where i′ is a fresh index-variable.

Remark 40. Let Γ be a conjunction of flatΣarray-literals, let∆ = witnessarray(Γ ),
and let v̄ = vars(∆) \ vars(Γ ). Then Γ and (∃v̄)∆ are Tarray-equivalent. �

Proposition 41. Let Γ be a conjunction of flat Σarray-literals such that vars index(Γ ) 6=
∅ and varselem(Γ ) 6= ∅, and not containing any literal of the form x 6≈array y. Then
the following are equivalent:
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1. Γ is Tarray-satisfiable.
2. There exists a Tarray-interpretation A satisfying Γ such that Aindex = [vars index(Γ )]A

and Aelem = [varselem(Γ )]A. �

Proof. (2 ⇒ 1). Immediate.

(1 ⇒ 2). Let Vσ = varsσ(Γ ), for σ ∈ {elem, index, array}. Since Γ is Tarray-
satisfiable, there exists a Tarray-interpretation B satisfying Γ . We will use B in
order to construct an opportune Tarray-interpretation A.

More specifically, we let A be the Tarray-interpretation over Velem∪Vindex∪Varray

constructed as follows. First, we let

Aindex = V B
index ,

Aelem = V B
elem ,

and

iA = iB , for each index-variable i ∈ Vindex ,

eA = eB , for each elem-variable e ∈ Velem .

In order to define A over the array-variables, fix an e0 ∈ Aelem. Then, for each
a ∈ Varray and i ∈ Vindex, we let

aA
(
iA

)
=

{
aB(iB) , if aB(iB) ∈ Aelem ,

e0 , otherwise .

Note thatA is a well-defined Tarray-interpretation, and thatAσ = [varsσ(Γ )]A,
for σ ∈ {index, elem}. Next, we show that A satisfies all literals in Γ .

Literals of the form e1 ≈elem e2, e1 6≈elem e2, i ≈index j, and i 6≈index j. Immediate.

Literals of the form a ≈array b. Let i ∈ Aindex. If aB
(
iB

)
∈ Aelem then aA

(
iA

)
=

aB
(
iB

)
= bB

(
iB

)
= bA

(
iA

)
. If instead aB

(
iB

)
/∈ Aelem then aA(iA) = e0 =

bA(iA).

Literals of the form e ≈ read(a, i). We have:

eA = eB

= [read(a, i)]B

= aB
(
iB

)
= aA

(
iA

)
since aB

(
iB

)
∈ Aelem .
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Literals of the form a = write(b, i, e). Since aB
(
iB

)
= eB ∈ Aelem, we have we

have aA
(
iA

)
= bB

(
iB

)
= eB = eA. Next, let j ∈ Aindex such that j 6= iA. If

aB(j) ∈ Aelem then aA(j) = aB(j) = bB(j) = bA(j). If instead aB(j) /∈ Aelem then
aA(j) = e0 = bA(j). �

Proposition 42 (Finite witnessability). For any nonempty set of sorts S ⊆
{elem, index}, the theory Tarray is finite witnessable with respect to S. �

Proof. By Propositions 12, Remark 40, and Proposition 41. �

8.3 Politeness

Theorem 43 (Politeness). For any nonempty set of sorts S ⊆ {elem, index},
the theory Tarray is polite with respect to S. �

Proof. By Propositions 39 and 42. �

9 Sets

The theory of sets Tset has a signature Σset containing a sort elem for elements
and a sort set for sets of elements, plus the following symbols:

– the constant symbol ∅, of sort set;
– the function symbols:

• {·}, of sort elem → set;
• ∪, ∩, and \, of sort set× set → set;

– the predicate symbol ∈, of sort elem× set.

Definition 44. A Standard set-interpretation A is a Σset-interpretation
satisfying the following conditions:

– Aset = P(Aelem);
– the symbols ∅, {·}, ∪, ∩, \, and ∈ are interpreted according to their standard

interpretation over sets.

The theory of sets is the pair Tset = 〈Σset,A〉, where A is the class of all
standard set-structures. �

9.1 Smoothness

Proposition 45. Let A be a Tset-interpretation satisfying a conjunction Γ of
flat Σset-literals, and such that Aelem is finite. Then there exists a Tset-interpretation
B satisfying Γ such that |Belem| = κ, for each κ > |Aelem|. �

24



Proof. Let Vσ = varsσ(Γ ), for σ ∈ {elem, set}. We construct a Tset-interpretation
B over Velem ∪ Vset as follows. Fix a set A′ such that |Aelem ∪A′| = κ, and let

Belem = Aelem ∪A′ ,

and

eB = eA , for each elem-variable e ∈ Velem ,

xB = xA , for each set-variable x ∈ Vset .

By construction B is a Tset-interpretation such that |Belem| = κ. Moreover, it
is trivial to check that B satisfies all literals in Γ . �

Proposition 46 (Smoothness). The theory Tset is smooth with respect to the
sort elem. �

Proof. By Propositions 11 and 45. �

9.2 Finite witnessability

Witness Function. A witness function witnessset for the theory Tset can be de-
fined as follows. Without loss of generality, let Γ be a conjunction of flat Σset-
literals such that varselem(Γ ) 6= ∅. We let witnessset(Γ ) be the result of applying
to Γ the following transformation:

– Replace each literal of the form x 6≈set y in Γ with a literal of the form
e′ ∈ (x \ y) ∪ (y \ x), where e′ is a fresh elem-variable.

Remark 47. Let Γ be a conjunction of flat Σset-literals, let ∆ = witnessset(Γ ),
and let v̄ = vars(∆) \ vars(Γ ). Then Γ and (∃v̄)∆ are Tset-equivalent. �

Proposition 48. Let Γ be a conjunction of flat Σset-literals such that varselem(Γ ) 6=
∅, and not containing any literal of the form x 6≈set y. Then the following are
equivalent:

1. Γ is Tset-satisfiable.
2. There exists a Tset-interpretation A satisfying Γ such that Aelem = [varselem(Γ )]A.�

Proof. (2 ⇒ 1). Immediate.

(1 ⇒ 2). Let Vσ = varsσ(Γ ), for σ ∈ {elem, set}. Since Γ is Tset-satisfiable, there
exists a Tset-interpretation B satisfying Γ . We will use B in order to construct
an opportune Tset-interpretation A.

More specifically, we let A be the Tset-interpretation over Velem ∪ Vset con-
structed by letting

Aelem = V B
elem ,
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and

eA = eB , for each elem-variable e ∈ Velem ,

xA = xB ∩Aelem , for each set-variable x ∈ Vset .

By construction, A is a well-defined Tset-intepretation such that Aelem =
[varselem(Γ )]A. Next, we show that A satisfies all literals in Γ .

Literals of the form e1 ≈elem e2 and e1 6≈elem e2. Immediate.

Literals of the form x ≈set y. We have xA = xB ∩Aelem = yB ∩Aelem = yA.

Literals of the form x ≈ ∅. We have xA = xB ∩Aelem = ∅ ∩Aelem = ∅.

Literals of the form x ≈ {e}. We have xA = xB ∩Aelem =
{
eB

}
∩Aelem =

{
eB

}
.

Literals of the form x ≈ y ∪ z. We have xA = xB ∩Aelem =
(
yB ∪ zB

)
∩Aelem =(

yB ∩Aelem

)
∪

(
zB ∩Aelem

)
= yA ∪ zA.

Literals of the form x ≈ y ∩ z. We have xA = xB ∩Aelem =
(
yB ∩ zB

)
∩Aelem =(

yB ∩Aelem

)
∩

(
zB ∩Aelem

)
= yA ∩ zA.

Literals of the form x ≈ y \ z. We have xA = xB ∩ Aelem =
(
yB \ zB

)
∩ Aelem =(

yB ∩Aelem

)
\

(
zB ∩Aelem

)
= yA \ zA.

Literals of the form e ∈ x and e 6∈ x. Just observe that eA ∈ Aelem. �

Proposition 49 (Finite witnessability). The theory Tset is finitely witness-
able with respect to {elem}. �

Proof. By Proposition 12, Remark 47, and Proposition 48. �

9.3 Politeness

Theorem 50 (Politeness). The theory Tset is polite with respect to {elem}. �

Proof. By Propositions 46 and 49. �

10 Multisets

Multisets—also known as bags—are collections that may contain duplicate ele-
ments. Formally, a multiset x is a function x : A→ N, for some set A.

We use the symbol [[ ]] to denote the empty multiset. When n ≥ 0, we write
[[e]](n) to denote the multiset containing exactly n occurrences of e and nothing
else. When n < 0, we let [[e]]n = [[ ]].

Let x, y be two multisets. Then:
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– their union x∪y is the multiset z such that, for each element e, the equality
z(e) = max(x(e), y(e)) holds;

– their sum x ] y is the multiset z such that, for each element e, the equality
z(e) = x(e) + y(e) holds;

– their intersection x ∩ y is the multiset z such that, for each element e, the
equality z(e) = min(x(e), y(e)) holds.

The theory of multisets Tbag has a signature Σbag containing a sort int for
integers, a sort elem for elements, and a sort bag for multisets, plus the following
symbols:

– the constant symbols:
• 0 and 1, of sort int;
• [[ ]], of sort bag;

– the function symbols:
• +, −, max, and min, of sort int× int → int;
• [[·]](·), of sort elem× int → bag;
• ∪, ], and ∩, of sort bag × bag → bag;
• count, of sort elem× bag → int;

– the predicate symbol <, of sort int× int.

Definition 51. A standard bag-interpretation A is a Σbag-interpretation
satisfying the following conditions:

– Aint = Z;
– Abag = NAelem ;
– the symbols 0, 1, +, −, max, min, and < are interpreted according to their

standard interpretation over the integers;
– the symbol [[ ]], ∪, ∩, \, [[·]](·) are interpreted according to their standard

interpretation over multisets;
– countA(e, x) = x(e), for each e ∈ Aelem and x ∈ Abag.

The theory of multisets is the pair Tbag = 〈Σbag,A〉, where A is the class of
all standard bag-structures. �

10.1 Smoothness

Proposition 52. Let A be a Tbag-interpretation satisfying a conjunction Γ of
flat Σbag-literals, and such that Aelem is finite. Then there exists a Tbag-interpretation
B satisfying Γ such that |Belem| = κ, for each κ > |Aelem|. �

Proof. Let Vσ = varsσ(Γ ), for σ ∈ {elem, int, bag}. We construct a Tbag-
interpretation B over Velem∪Vint∪Vbag as follows. Fix a set A′ such that |Aelem∪
A′| = κ, and let

Belem = Aelem ∪A′ ,
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and

eB = eA , for each elem-variable e ∈ Velem ,

uB = uA , for each int-variable u ∈ Vint .

Furthermore, for every bag-variable x ∈ Vbag and e ∈ Belem, we let

xB(e) =

{
xA(e) , if e ∈ Aelem ,

0 , otherwise .

By construction, B is a Tbag-interpretation such that |Belem| = κ. Next, we
show that B satisfies all literals in Γ .

Literals of the form e1 ≈elem e2, e1 6≈elem e2, u ≈int v, and u 6≈int v. Immediate.

Literals of the form x ≈bag y. Let e ∈ Belem. If e ∈ Aelem then xB(e) = xA(e) =
yA(e) = yB(e). If e /∈ Aindex then xB(e) = 0 = yB(e). Thus, xB = yB.

Literals of the form x 6≈bag y. Since xA 6= yA, there exists an e ∈ Aelem such
that xA(e) 6= yA(e). It follows that xB(e) 6= yB(e), which implies xB 6= yB.

Literals of the form u ≈ 0, u ≈ 1, u ≈ v + w, u ≈ v − w, u ≈ max(v, w),
u ≈ min(v, w). Immediate.

Literals of the form x ≈ [[e]](u). Since eB ∈ Aelem, we have xB(eB) = xA(eA) =
uA = uB. Next, let e′ ∈ Belem such that e′ 6= eB. If e′ ∈ Aelem then xB(e′) =
xA(e′) = 0. If instead e′ /∈ Aelem then xB(e′) = 0. Thus xB = [[eB]](uB).

Literals of the form x ≈ y ∪ z, x ≈ y ] z, and x ≈ y ∩ z. This case is similar to
the case of literals of the form x ≈ [[e]](u).

Literals of the form u ≈ count(x, e). Since eB ∈ Aelem, we have uB = uA =
xA

(
eA

)
= xB

(
eB

)
. �

Proposition 53 (Smoothness). The theory Tbag is smooth with respect to {elem}.�

Proof. By Propositions 11 and 52. �

10.2 Finite witnessability

Witness Function. A witness function witnessbag for the theory Tbag can be
defined as follows. Without loss of generality, let Γ be a conjunction of flat Σbag-
literals such that varselem(Γ ) 6= ∅. We let witnessbag(Γ ) be the result of applying
to Γ the following transformation:

– Replace each literal of the form x 6≈bag y in Γ with a literal of the form
count(e′, x) 6≈ count(e′, y), where e′ is a fresh elem-variable.
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Remark 54. Let Γ be a conjunction of flat Σbag-literals, let ∆ = witnessbag(Γ ),
and let v̄ = vars(∆) \ vars(Γ ). Then Γ and (∃v̄)∆ are Tbag-equivalent. �

Proposition 55. Let Γ be a conjunction of flat Σbag-literals such that varselem(Γ ) 6=
∅, and not containing any literal of the form x 6≈bag y. Then the following are
equivalent:

1. Γ is Tbag-satisfiable.
2. There exists a Tbag-interpretation A satisfying Γ such that Aelem = [varselem(Γ )]A.�

Proof. (2 ⇒ 1). Immediate.

(1 ⇒ 2). Let Vσ = varsσ(Γ ), for σ ∈ {elem, int, bag}. Since Γ is Tbag-satisfiable,
there exists a Tbag-interpretation B satisfying Γ . We will use B in order to con-
struct an opportune Tbag-interpretation A.

More specifically, we let A be the Tbag-interpretation over Velem ∪ Vint ∪ Vbag

constructed by letting

Aelem = V B
elem ,

and

eA = eB , for each elem-variable e ∈ Velem ,

uA = uB , for each int-variable u ∈ Vint .

Furthermore, for every bag-variable x ∈ Vbag, we let

xA(e) = xB(e) , for each e ∈ Aelem .

By contruction A is a Tbag-interpretation such that Aelem = [varselem(Γ )]A.
Next, we show that A satisfies all literals in Γ .

Literals of the form e1 ≈elem e2, e1 6≈elem e2, u ≈int v, and u 6≈int v. Immediate.

Literals of the form x ≈bag y. Since for each e ∈ Aelem, we have xA(e) = xB(e) =
yB(e) = yA(e), it follows that xA = yA.

Literals of the form u ≈ 0, u ≈ 1, u ≈ v + w, u ≈ v − w, u ≈ max(v, w),
u ≈ min(v, w). Immediate.

Literals of the form x ≈ [[e]](u). Since eB ∈ Aelem, we have xA(eA) = xB(eB) =
uB = uA. Next, let e′ ∈ Aelem and e′ 6= eB. Then xA(e′) = xB(e′) = 0.

Literals of the form x ≈ y ∪ z, x ≈ y ] z, and x ≈ y ∩ z. This case is similar to
the case of literals of the form x ≈ [[e]](u).
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Literals of the form u ≈ count(x, e). Since eB ∈ Aelem, we have uA = uB =
xB

(
eB

)
= xA

(
eA

)
. �

Proposition 56 (Finite witnessability). The theory Tbag is finitely witness-
able with respect to the sort elem. �

Proof. By Proposition 12, Remark 54, and Proposition 55. �

10.3 Politeness

Theorem 57 (Politeness). The theory Tbag is polite with respect to {elem}.�

Proof. By Proposition 53 and 56. �

11 Conclusion

We addressed the problem of combining a theory S modeling a data structure
containing elements of a given nature with a theory T of the elements. We were
particularly interested in the case in which T is not stably infinite.

To solve this problem, we defined the notion of polite theories, and we showed
that a polite theory S can be combined with any theory T , regardless of whether
T is stably infinite or not. We then proved that natural examples of polite
theories are given by the theory of equality, lists, arrays, sets, and multisets.

Our results were developed using many-sorted logic rather than one-sorted
logic. In our experience, combining nonstably infinite theories in one-sorted logic
is difficult. By moving to many-sorted logic, we were able to find many practically
relevant theories (e.g., lists, arrays, sets, and multisets) that can be combined
with nonstably infinite theories.

Concerning future research, we wish to study how polite theories relate to
observable theories [3] and local theory extensions [10]. We also wish to imple-
ment our combination method in haRVey [5], and apply it to the verification of
set-based specifications of smart-cards [4].
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