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Sampling Periodic Functions

Given a function of periodT, i.e,,
ft)=f(t+T)

chooseN andsample f(t) within the interval,

0<t <T, atN equally spaced pointaAt, where
n=0,1,..,N—1andAt =T /N. The result is
a discrete function of period\, which can be
represented as a vectdrjn RN (or CN) where

fn= f(NAt):
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Inner Product of Discrete Periodic Functions

We can define thenner product of two discrete
functions of periodN, as follows:

N—1
(f,9) = n; fr On.



Kronecker Delta Basis

11f m=n
(Km)n = Om = { 0 otherwise
Example: o
0
0
1
Ko = 0
0

Because(km,,Km,) equals zero whemy # m
and one whemy = mp, the set ofk,, for 0 <

m < N form an orthonormal basis fakN (or
CN) and therefore for discrete functions of pe-
riod, N.



Sampled Harmonic Signal Basis

A sampled harmonic signal is a discrete func-
tion of period,N:
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wheremis frequency ana is position. A sam-
pled harmonic signal of frequencyy, can be

represented by a vector of lendth
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Sampled Harmonic Signal Basis (contd.)

How “long” is a sampled harmonic signal?

1
IWinl| = (Wi, W)
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Sampled Harmonic Signal Basis (contd.)

What is the “angle” between two sampled har-
monic signalswy,, andwy,,, whenmy # mp?
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Sampled Harmonic Signal Basis (contd.)

Substitutinga for g j2m ™ ylelds

1N 1
<Wm17Wm2 — N ZO
afterwhich the following identity:

N—1 1—gN

a' =
2 =1 q

can be applied to yield

1 /1—aN
<Wm17Wm2> — .
N\ 1-a




Sampled Harmonic Signal Basis (contd.)

(m—m
Sincea = el?™" it follows that
GN — e]zn(mZ_ml)k[l

— @ j2n(m2—m1)_

Because=!?™ = 1 for all integers,k # 0, and
becausém, —my) = 0 is an integer, it follows
thataN = 1 yeta # 1. Consequently,

1 /1—aoN
<Wm1>Wm2> — 2
N\ 1l—aqa

= 0.

In summary, becaus&/,, Wn,) = 0 whenmy #
mp and (W, , Wm,) = 1 whenmy, =y, the set of
W for 0 < m < N form an orthonormal basis
for RN (or CN) and therefore for discrete func-

tions of periodN.




The Discrete Fourier Transform (DFT)

e Question What are the coefficients dfin
the sampled harmonic signal basis?

e Answer Take inner products dfwith the fi-
nite set of sampled harmonic signals,, for
O0<m<N.

The result is thanalysis formula for the DFT:
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whereF Is used to denote the discrete Fourier
transform off. The function can be reconstructed
using thesynthesis formula for the DFT:
1 N—1 -
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The DFT In Matrix Form

The analysis formula for the DFT:
1 N—1

Fn=— S f,e 1™
m \/ano n

can be written as a matrix equation:
FO WS:O « o WO*,N—].
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whereWr’;,)n_TNe JeiN,

More concisely:

F=W-.




The DFT in Matrix Form (contd.)

The synthesis formula for the DFT:
1 N—1

i n
f, S Fnel2™
m=0

~WN
can also be written as a matrix equation:
- fy C Woo ... Wonat || R
Cfner ] [Wheo oo Waban-n | [ Pven
whereW, , = %Nejznmﬁ. More concisely:
f =WF.

Note: Because only theroduct of frequency,

m, and position,n, appears Iin the expression
for a sampled harmonic signal, it follows that
Winn = Whm. Therefore =W?'. The only dif-
ference between the matrices used for the for-
ward and inverse DFT’s,e.,, W* andW, Is con-
jugation.



The DFT in Matrix Form (contd.)

A matrix producty = Ax, can be interpreted In
two different ways.

1. Thei-th component oY Is the inner product

of x with thei-th row of A:

Yo
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An-10 - Avcin-t]

2. The vectory, Is a linear combination of the
columns ofA. Thei-th column is weighted
by X;:
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The DFT in Matrix Form (contd.)

Both ways of looking at matrix product are equally
correct. However, it is useful to think of the
analysis formulaF = W*f, the first way:

fo
] ) [W&O W&N—l} ;
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I.e., Fy, Is the inner product of with the m-th
row of W. Conversely, it is useful to think of

the synthesis formuld,= WF, the second way:
- fo | - Woo | - Won-1 |
: — FO : 4.4 FN—l :
RN | WN-10 |  Wh-1N-1

1.e., f IS a linear combination of the columns of
W. Them-th column is weighted b,



Matrix Diagonalization

A vector, X, Is aright eigenvector wherAx
points in the same direction asbut Is (pos-
sibly) of different length:

AX = AX

A vector,y, is aleft eigenvector wheg' A points
in the same direction ag but is (possibly) of
different length:

Ay =yTA

A diagonalizable matrix of rank\, hasN lin-
early independent right eigenvectors

X0, ++vy XN—1
andN linearly independent left eigenvectors
Yo, -, YN-1
which share thé& eigenvalues

Ao, .-y ANZ1.



Matrix Diagonalization (contd.)

Such a matrix can be factored as follows:
A = XDY'

where tha-th column ofX is x; and tha-th row
of YT isy; andD is diagonal withD; ; = A;:

‘Ao O ... O
D_ OAN... O
0 0 ... ANz
We also observe that
XYT =1

i.e, X andY' are inverses. We say thAthas
beendiagonalized. Stated differently, in the ba-
sis formed by its right eigenvectors, the linear
operatorA, is represented by the diagonal ma-
trix, D.



Matrix Diagonalization (contd.)

WhenA is real and symmetri¢.e., A =A", the
left and right eigenvectors are teame. Conse-
guently,X =Y. In this caseA can be factored
as follows:

A = XDX'
SinceXX" =, we conclude that the eigenvec-
tors of A form an orthonormal basis.



Matrix Diagonalization (contd.)

The hermitian transposg.”, of a complex ma-
trix, A, is defined to béA*)". WhenA is com-
plex and symmetric, the left and right eigenvec-
tors arecomplex conjugates. In this caseA
can be factored as follows:

A = XDX"

When the matrix of eigenvectorx, is also sym-
metric,i.e., X = X', the above simplifies to:

A = XDX"



Convolution of Discrete Periodic Functions

Let f and g be vectors inRN. Becausd and
g represent discrete functions of peridd, we
adopt the convention thd{k+N) = f(k). The
k-th component of theonvolution of f andg Is
then

N—1
{f*g}k: f'gk_'.
J; J J



Example of Discrete Periodic Convolution

Calculate{f « g}x when
g=/210... 01]

Sincef xg= g« f and since

N—1
{9+fie= ) gjfi;
J;J j

it follows that
{f+0}k = dofu+af1+ -+ On-1fken-y)
= 2fk+ 1t 1+ 1T (noy
= fro1+ 2+ 1fkiq

This operation performs a local weighted aver-
aging off.
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Circulant Matrices

The convolution formula for discrete periodic
functions

N—1
{fxghk= > 0
J;J |

can be written as a matrix equation:
fxg=Cf
WhereCk,,- — Ok—j-

Jo On-10ON-2--- O1
00 9% On-1-.--- O2
C=| 0 0. J ... 03

| ON-1 ON—2 ON—3 -+ Qo |
Matrices likeC are termedirculant. It is a fact
that the right eigenvectors @il circulant ma-
trices are sampled harmonic signals. Further-
more, the left eigenvectors afl circulant ma-
trices are sampled conjugated harmonic signals.




Diagonalization of Circulant Matrices

Consequentlyany circulant matrix,C, can be
factored as follows:

C=WDW"
whereW,, = e12™ and
Gy 0 ... 0O |
S_|0G .. o
0 0..Gyi

HereDmm = Gn, them-th coefficient of the dis-
crete Fourier transform af. We can use this
result to computéxg

f+xg=WDW"f

This is just theConvolution Theorem. Multipli-
cation with a circulant matrixC, in the space
domain is multiplication with a diagonal ma-
trix, D, In the frequency domain.



Polynomial Multiplication

p(X) = PoX°+ poxt+ Poaxe+ - -+ PrX”
q(x) = goxX°+4 quxt + X+ - - - 4 X"

pP(X)q(X) = Podox’+
(P0G + P100)X +
(P02 + P11 + pzqo)XZ—l—
(Podz + P10z + P20y + pqu)X3—|—
(PoQa + P103 + P202 + P3Gz + Pado)X*+

n+m

(pOCIn+m‘|‘ P1On+m—1+- -+ Pnrm—101+ pn+mq0)x



Polynomial Multiplication (contd.)

r(x) = p(x)d(x)
= 1+ X X+ -+ X

i = Podi + Padi-1+ -+ Pi-101+ Pido
I

= Z}iji—J
J:
= D PiGi-;

J:—OO

{p*q}i



