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Tangible Interfaces for Emergency Responders

Abstract: This proposal builds on collaborations that have developed over the past four years as the University of New Mexico ARTS Lab has worked with the state's media community, including TRC members, such as our partner Sandia National Laboratories, and many small New Mexico companies, such as our partner Redfish.  This proposal focuses on an area in which this team has considerable experience and is a prime candidate for near-term economic development: the use of game technology and novel modes of human-computer interaction for the coordination of emergency responders. 

The Art, Research, Technology, and Science Laboratory (ARTS Lab) at the University of New Mexico was set up as the key research and economic development entity in the State of New Mexico’s Media Industries Strategic Project (MISP). Although the state was already involved in building the film industry in New Mexico through a variety of incentives, the compelling argument that led to MISP was that economic growth leading to high-paying creative jobs should come from an indigenous digital media industry in which film is only a part and that this growth should build upon the State’s unique combination of high technology, artistic, and cultural resources. By almost any standard the film and media industry is thriving in the State and the members of the TRC are getting involved at multiple levels. However, the major thrust in digital media over the next few years will be coming from the game/simulation industry. 

The game/simulation industry is having an impact that goes far beyond the creation of games for home entertainment, an impact that touches on many areas, including simulation, visualization, and high performance computing, in which New Mexico has long held a strong position. There has been a great influence of the commodity market on the hardware available for these applications, but at an even deeper level is the opportunity to leverage our present leadership with advances in the game world to develop an industry based on applications of “serious games,” the field that applies game technology to applications ranging from simulation to education to solution of major economic and social programs. 

This project seeks to develop an information technology that amplifies the ability of a team of analysts to collaboratively assimilate large amounts of complex data.  We will integrate across the fields of computer games and computer simulation, and focus on the application area of city/state-wide emergency response. 
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Project Overview.

The State of New Mexico has embarked on an economic development strategy to create a digital media industry known as the Governor’s Media Industries Strategic Plan (MISP). MISP is not only an outgrowth of State’s successful incentives to build the film industry in the state but is a recognition that (1) film is a small part of a much larger media industry, (2) the traditional film industry is being replaced by a high technology digital media industry, (3) the digital media industry will, unlike much of the film industry, generate high-end permanent jobs, and (4) New Mexico is poised to play a major role in the digital media industry. 

The MISP strategy recognizes the importance of the research universities in the creation of a trained workforce and new businesses and sets out roles for UNM and NMSU in the overall strategy. The 2004 legislature set passed $10M for film and media education. Of this sum, approximately $6M was awarded to UNM to create the Art, Research, Technology, and Science Laboratory (the ARTS Lab) and to NMSU to create the Creative Media Institute (CMI). 

UNM’s ARTS Lab, was established at UNM under MISP as a multidisciplinary media research and education center. ARTS Lab is an interdisciplinary center organized to meet the converging educational, research, and service challenges posed by MISP with a mission to “be the key educational, research, and economic development center for New Mexico’s Media Industries Strategic Plan.” 

This project seeks to develop game/simulation/visualization technologies to the point of commercialization that amplify the ability of a team of analysts to collaboratively and quickly assimilate large amounts of complex data. This will be work will be performed under a collaboration between the University of New Mexico, a Santa Fe based company Redfish, Sandia National Laboratories, and in the second year with the MIND institute.   

The initial domain of application for this system will be in disaster preparedness, specifically, the study of evacuation from the City of Santa Fe during a wild fire and the training of groups of first responders in the Fire and Police Departments.

The project is organized around five major tasks. 

Task 1: Redesign and implement a new software system to increase the flexibility to handle a range of data formats and interaction scenarios.  This may include game technology, off the shelf open scene graphs and visualization tool kits. The new system will be designed as a modular software system that a) takes advantage modern computer hardware for interactivity and large scale simulation, b) incorporates a flexible interface to support different kinds of human interaction, c) has a flexible computer graphics rendering for the display of any scenario.  This design will leverage existing low-level software standards like Open Scene Graph that enables utilization of high performance commodity graphics cards, like those used in computer games.

Task 2: Port the original proof of concept application to the new system and develop more advanced local interface and gesture detection tools.  This task will first engage the partnership to create a prototype implementation of the new system and import the original fire evacuation scenario.  Following this, the team will design and implement new user interfaces for this application.  This is necessary because the traditional WIMP interfaces are inherently single user and constrained to be in one location, making collaboration difficult.   In addition, the traditional interfaces were designed for primarily 2D screen interactions, not for the anticipated large scale screens showing 3D temporal data.  The new interfaces will enable multiple mobile users to influence the time course of the scenario allowing the exploration of multiple outcomes of the simulation.  The new interaction modalities will include a) physical props, such as hockey puck sized devices, that can be moved around on the table's screen to represent scenario agents or objects, b) imaging devices that watch the user's hands to allow them to control the scenario, such as pointing to select objects or a hand motion to pan the view.

Task 3: Validate the efficacy of the  original application in the new software  system and conduct a set of user studies. During the development of human computer interaction, it is very important to test and evaluate your methods.  This task will validate the efficacy of the original application in the new software system and conduct a set of user studies.  We propose to recruit volunteer users in the area of crisis management to use the system and report their feedback in a structure manner.  For example, the time it takes to change to a new scenario for the physical versus the virtual system will be measured,   These evaluation session will be conducted frequently during the development process.

Task 4: Expand the range of collaborative applications to include medicine, brain imagery, community planning and architecture, hydrology, and engineering. The goal of this project is to create a flexible product that can be easily applied to a wide range of domains, such as medicine, brain imagery, community planning and architecture, hydrology, and engineering.  In this task, we will team with partners to demonstrate this technology with new applications.  For example, brain data collect from the instruments at the MIND Institute will be imported into the system allowing researchers and clinicians to interact with their data in new and different ways.  An important part of this task will be to use lessons learned in development and their feedback to improve the new interfaces and the system in general.

Task 5: Explore new large scale interaction and display methods to enable larger groups of users to interact with the data.  This would incorporate off the shelf technologies such as motion capture systems, ambient information displays, spatialized sound systems, physical props, and hand held displays. This task will explore new large scale interaction and display methods to enable larger groups of users to interact with the data.  One of the constraints of the existing SNL table interface is that the display is limited to the surface of the table.  However, because we have set up the table in the Black Box Studio of the ARTS Lab, we can interface it with the motion capture system that is set up in that location.  This means that we can make the table part of a greater system of display surfaces, all which are calibrated with respect to each other so that they can display different views of the same environment.

Commercialization, Strategic Value, and Economic Development. 

Strategic Value. The strategic value of the project can be addressed in several ways, including:

Benefits.

Places New Mexico in the very forefront of repurposing game and simulation technologies for serious, even life-saving, endeavors.

Focuses diffuse existing New Mexico commercial and academic efforts on one large, high-profile project with a high probability of attracting national and international attention

Provides a powerful and on-going cause to unite existing New Mexico research institutions in the TRC and local companies for the sharing of inventions and technology,  much of which  could contribute significantly  to the complex of visualization, interaction, and communication tools that are used by the academic, government, and business communities.

Even concurrent with grant-funded prototype production, the project consortium will be working to commercialize technologies—literally as they are created—with local and national concerns.

Further the statewide expertise in modeling and simulation with the potential outcome of New Mexico becoming a center for these areas in both the commercial and government sectors.

Fosters the growth of companies working with related technologies in New Mexico including haptic and hand-held devices.

Creating New Technologies and an Industry.

The application and expansion of game technology----graphics hardware, software, complex systems, wireless, database technology, and innovative interactive devices----is critical to multiple areas, many of which cover the existing strengths of New Mexico technological base, which until now has been located primarily within its national laboratories, universities, and military bases. It is critical both for the existing centers and for the creation of new businesses to become adept at these new technologies.

This program meshes perfectly with the state’s commitment to build a media industry. The recent legislation allocating additional funds for education in media explicitly includes game technology and more generally recognizes both the breadth of the field and its fit to New Mexico’s strengths.. 

Spinoffs from this project will affect existing new companies such as Redfish, Novint and Extreme AI and create opportunities for the creation of companies that will focus on areas ranging from the creation of content production for simulations over a broad range of applications to companies that will build the interactive tables and devices.

A Sustainable Project.

The prototype created by initial grant funding will not be sustainable unless technology created is concurrently commercialized by Redfish or other private sector companies.  Those efforts will be planned for and encouraged. The product of the consortium—the table prototype—will be used to raise significant additional funding and material contributions to the continuation of the effort.  

Market Attributes

The Preparedness 'Industry' is a recent and growing area of opportunity for work in the areas of modeling, simulation and advanced interface development. However, this potential market is still very segmented, with some segments such as the defense industry well established while others such as local first responder networks are still coalescing. The potential market size is vast, spanning advanced training and simulation in defense and homeland security that currently cost hundreds of billions of dollars. As states and municipalities begin to implement mandated Emergency Management Systems and training under the emerging National Incident Management Systems (NIMS), state and local training requirements will require directed simulation packages in the hundreds of millions of dollars. 

As middle america and western states deal with increasing expense and potential loss of life due to wildfire emergencies, this project is poised to become a leader in providing both the real-time event simulation of multiple factors in an environment that maximizes involvement and communication by key emergency response personnel.  By proving our concept in this important, but underserved niche, both simulations and tabletop technologies developed under this plan will be positioned to enter the much larger homeland security/disaster preparedness market. 

Advanced Modeling, Simulation & Tabletop Technologies

There are few, if any, current competitors that apply agent based modeling and advanced simulation for markets outside very large and expensive hard sites for defense. More typically, training and coordinating emergency responders relies heavily on use of simple technologies, e.g. the hand constructed sand table or the more realistic models depicted here  http://www.emacintl.com/react.htm
Research labs and companies such as the MIT Media Lab, Applied Minds and Northrop Grumman are creating expensive high end devices that display multiple levels of GIS information, but are out of the reach of many of the states and municipalities we are already working with. As work progresses, these groups represent potential markets and collaborators for the simulation scenario models and interactive technologies we will develop.   [I am working on an additional paragraph outlining these models]

Ease or difficulty in entering the market

The market may be a difficult “market” to enter. Barriers are presented by the insular nature of governmental organizations and reliance on older technologies.  We will have to present such a uniquely valuable set of tools and communication and data-sharing functionality as to convince all involved that the new technology presents a significant advance.  By proving that with the challenge of response to wildfire scenarios, which incorporates evacuation modeling, emergency responder activities and threat vectors that change with terrain and other environmental conditions, other emergency management and response organizations will be far more likely to adopt our systems.

As pointed out above, the game technology section of the media industry is growing rapidly and is a niche that matches New Mexico’s strengths in technology and the arts. The major partners possess distinct and complementary knowledge in the field. UNM has considerable expertise in graphics and visualization and has become a leader in immersive systems. Both Sandia National Laboratories and Redfish have considerable experience the simulation community.

Although the exact numbers differ according to the source, it is well accepted that the revenues of commodity games now exceed ticket sales for traditional film. What is more important is the rate of growth of the game industry as a whole and the increasing pervasiveness of its technologies.

For content producers, there is tremendous market pull. As the cost of the technology decreases and capabilities increase, the market for customizing the content for other environments will grow. Of perhaps more importance is the application of the technology to new areas. For example, tangible interfaces and the table can be used for data and information visualization in medicine, in understanding complex business date, and even for games. Thus while we expect to see further leaps in the technology, the greatest demand is for content producers.

Our competitive edge comes from the unique combination of talents and expertise that are committed to the project. We cover virtually all areas of the space. The project fits New Mexico.

Commercialization

Generally, commercialization will start with our partner the Redfish Group in the business sector and extend to new companies that will exploit the IP that comes out this project, and content developers that can use the new technologies. 

Economic Development.

The potential for the project to stimulate economic development falls into several categories.

First, there is an increasing market for emergency planning using new technologies. We expect there will be at least 50 New Mexicans employed in developing content for the tangible table that will apply to other environments. This part of the business should be sustainable as more scenarios are requested from other parts of the country and later from other parts of the world. Other New Mexico companies such as Abalone Studios that we are working with should also be interested in developing content.

We expect that the prototype table we shall develop will lead to a commercial table that can be sold for as little as $500-$1000 and connected to a standard PC and digital projector. Such a business might well employ at least 25 people in manufacturing and sales.

The interactive devices that will be used in the early phases of this research to develop the prototype will eventually be replaced by other devices, many of which are being developed in New Mexico. We expect that two companies we have worked with on other projects will be involved in this part of the project. Novint is developing haptic devices that eventually should sell in the $100 range. Extreme AI is merging game technology with wireless devices.

Although we expect that the initial users of the system will be emergency responders such fire departments, police departments, and various  government agencies such as the Forest Service and Homeland Security, the tangible table has possible uses for entirely different applications. For example, applications such as examining large volumes of diverse medical data can be aided by use of the table interface. More generally, diverse information visualization applications, e.g. understanding complex business data, and control of manufacturing can benefit from the tangible table.

Increasing Competitiveness

This project will increase the competitiveness of NM firms and their ability to attract greater investments in a number of ways including:

· Development of new technologies

· Training of a workforce in these new technologies

· Accomplishing a group of highly visible projects

· Increasing the skills of new graduates from NM universities who will work on these projects

Focusing on projects that are uniquely matched to New Mexico’s strengths 

· Providing support to small resource limited high technology firms through the ARTS Lab

Sustainability.

The long term impact of this project cannot be underestimated. On the purely technical side, the impact of game technology on multiple areas is enormous and growing. In concert with the other media-oriented developments in the state, including the construction of post production facilities for the film and media industry, this project enables the sustainability of this industry in New Mexico.

The long term impact on the US and the world from improved emergency management is immeasurable and long term. The need for such improved services not only is a major contribution on humanitarian terms but supports both the existing and nascent research and development in the state.

NM Companies.

The major partner in this project is Redfish, a Santa Fe Company with expertise in areas ranging from information visualization, agent-based simulations, and complex systems. 

Novint

Extreme AI

Game Production Services/Abalone Studios

Intel Innovation Center in Rio Rancho

RavensTales

Darkling Simulation

Novint is developing low-cost haptic devices are very interested in cooperative projects that will use its technology. Game Production Services brings long experience in the game industry and as an integrator of large game projects worldwide. Its new Abalone Studios is involved with producing content. Extreme AI is developing games for handheld devices including cell phones and PDA’s. Ravenstales is an animation company located in Las Cruces that can provide assets for future content productions. Darkling Simulation is located in Las Alamos and provides tools for content generation in the game industry that we are interested in adapting to this project.

The new Innovation Center at the Intel site in Rio Rancho shares many of the interests in this proposal, especially as they relate to use of domed systems and information visualization. Recently they have donated a small cluster to support this work at the ARTS Lab.

Collaboration.  

We have formed a unique and interesting collaboration that starts with a research university, a national laboratory and a small company in the industry. Given the others activities of the three partners, other companies and research institutions will be brought into the project in later stages.  

The Collaborative.

The main collaborators are TRC members UNM and Sandia National Laboratories. UNM has the resources of its ARTS Lab which includes a black box studio, a unique experimental multiprojector dome, rendering hardware and software, connections to the Center for High Performance Computing, a motion capture system, and considerable file storage. The ARTS Lab has other projects with TRC members including other parts of Sandia National Laboratories, Los Alamos National Laboratory, the MIND Institute, Intel, and some small companies in the graphics and visualization areas. 

Roles and Organization.

Overall management will be provided by a steering committee initially composed of Ed Angel (UNM), Carl Diegert (SNL), Stephen Guerin (Redfish), Ernie Herrera (UNM), and Peter Rachor (UNM/STC). A complete description of the management team is provided below.

Complementary Talents and Expertise.

Some of the key personnel and their areas of expertise include:

Ed Angel, UNM, Director of ARTS Lab, Professor of Computer Science, Electrical and Computer Engineering, and Media Arts, specialization in graphics and scientific visualization

Tom Caudell, UNM, Professor of Electrical and Computer Engineering, Director of Visualization Laboratory, Center for High Performance Computing, specialization in immersive environments

Pradeep Sen, UNM, Assistant Professor of Electrical and Computer Engineering, specialization in real time graphics

Joe Kniss, UNM, Visiting Assistant Professor of Computer Science, specialization in real time graphics, scientific visualization, and interactivity

Eric Whitmore, UNM, Program Coordinator for ARTS Lab

Ernie Herrera, UNM, MBA, special assistant to Vice Provost for Research, 25 years of project management experience with Air Force

Peter Rachor, Science and Technology Corporation, UNM will assist with IP and commercialization issues

Carl Diegert, Sandia National Laboratories

Stephen Guerin, President, Redfish Group, agent-based simulations

Joshua Thorp, Redfish, modeling 

Attracting Funding

The partners in the collaboration have worked together for the past year on various aspects of the State’s MISP initiative. We formed an informal group that has worked with the Governor’s Office towards developing the game industry in New Mexico. We are in the process of forming a nonprofit industry group to promote media in the state.

Each of the members has a history of being able to attract outside funding. All the partners have research programs in the area. 

Transfer of Technology

This proposal is a true partnership between academia, industry, and one of the national laboratories). The intention is to keep to use the Open Software Model which will avoid most complex IP issues. Each partner will then be free to develop new applications, extend the software, or provide services to the users of the software.

Technical Feasibility

This project seeks to develop information visualization technologies to the point of commercialization that amplify the ability of a team of analysts to collaboratively and quickly assimilate large amounts of complex data.  This will be work will be performed through a collaboration between the University of New Mexico, the Santa Fe-based company Redfish, Sandia National Laboratories, and in the second year with the MIND institute.  Working with this partnership, we plan to develop a commercializable augmented-reality tabletop (ART) display and simulation system that will display emergency responder simulation data onto a special table and allow decision-makers to manipulate real-world objects like fire trucks, fire attack aircraft, wind vectors, etc. in real-time and in a natural and intuitive manner.  This product would have significant commercial potential if it can be applied to variety of applications, both civil and military.

Augmented reality is a form of information fusion technology that optically overlays computer generated data with real-world objects.  An augmented-reality tabletop display is like a horizontal large format television that can sense objects placed upon it and controls a computer simulation or the visualization of data.  This format allows analysts to gather around the table to collaboratively solve problems, such as shown in Figure 1.

[image: image1.wmf]
Figure 1- Image from report SAND2001-0161P showing SNL’s first Augmented Reality Table,

 ART. The image of the micro-scale fluidic device which is being displayed on the table is extremely bright by cinematic standards, and the room lighting has been carefully designed to let users see each other as well as the detail and dynamic range of the image on the table. In this unaltered photograph of the ART prototype, we see people working around the table and interacting with a live image from a computer-controlled microscope which shows the micromachined component at about 10,000 times its actual size.  SNL design teams have also used our ART-Room venues to interact with simulated results.  With the new target application of wildfire crisis management, the ART-Room venue would provide an environment to allow the group to work effectively together. 

The initial domain of application for this system will be in disaster preparation, specifically, the study of evacuation routes from the City of Santa Fe during a wild fire as well as the training of first responders in the Fire and Police Departments.  This is something that is done today using conventional, non high-tech approaches.  For example, automobile traffic leaving Santa Fe as a wildfire approaches is indicated on a “sand box” table by using miniature models as shown in Figure 2.  

[image: image2.wmf]
Figure 2- Existing “table top” exercises used by multi-agency emergency planners.

There are many limitations of such a configuration.  First of all, the environment is rigid because it is built-in to the table.  This means that switching to a different city would be no easy task.  Other forms of interaction such as zooming in to a particular trouble-spot or panning around to see other portions of the map are impossible.  In addition, the simulation “displayed” on the table has to be done manually by hand, which limits the amount of things that can happen at once and the speed in which they can happen.

However, this system offers one important advantage over a simulation running on a computer interfaced with a keyboard and mouse: the group can work together while overseeing what is happening on the table.  For example, users can experiment with different police deployments by physically placing miniature police cars at those locations, which provides an intuitive and tangible “interface” to the simulation.  In our system, we would envision that such an interface would modify the simulation in real-time and allow them to see simulated traffic patterns evolve based on their decisions. 

Because of the importance of this kind of work, city officials in Santa Fe have initiated a collaboration between the agent-based modelers and visualization scientists at Redfish Group and the fire scientists at Anchor Point Group of Boulder, Colorado to develop models for the interaction between a large wildfire and the traffic which would be generated by an evacuation of Santa Fe.  A large fire like this is not unprecedented in Santa Fe.  For example, the 48,000 acre Cerro Grande Fire destroyed over 200 homes in Los Alamos in 2000 and was visible from Santa Fe.   Therefore, it is important to understand where traffic jams might occur as people try to flee the growing inferno so that police and first-responders can react accordingly.

The goals of this system are to plan disaster response as well as train first responders in case of such emergencies. In addition, it is also supposed to help educate citizens about the safe evacuation routes, etc.  The ability to visualize a fast-moving fire with its accompanying smoke and its impact on traffic will serve as an effective educational tool to the public as well as helping shed light on the importance of funding the appropriate resources to deal with such an emergency.

The local effort has not been without controversy, however.   Many firefighters and police officers in the area insist that all citizens are capable of evacuating in all circumstances without need for simulations.   In addition, there is some controversy whether people should evacuate or “shelter-in-place” during wildfires, which is described more in-depth elsewhere (“Emerging Issues,” 2004).  Sheltering-in-place is not a recommended option in many communities because of the type of wildfires expected and the prevalence of certain materials in construction (e.g. shake-shingle roofs).  Some experts within the Santa Fe Fire Department believe that due to local conditions, shelter-in-place is a viable alternative worth communicating to the citizens in Santa Fe.  Local adobe and stucco construction with flat tar and gravel roofs are estimated to withstand direct flame for about 25 minutes while the type of wildfire expected (crown fire moving through pinon-juniper fuels) is expected to pass within 7 minutes. It is argued that if the evacuation routes are congested, a family may be safer in their house than stuck on the road in their car. 

[image: image3.wmf]
Figure 3- Extent of wildfire in the first hour. GIS shape files imported into Google Earth.

[image: image4.wmf]
Figure 4. Redfish group prepared this image by combining an actual image of the Santa Fe Police, Fire Department, and others training based on a physical sand box with a result from their computer simulation of a spreading wildfire. This image shows a venue that does not yet exist. The colorful digital media depicting the fire are not current 

Regardless of the implications of sheltering-in-place versus evacuation, it is imperative that emergency responders are trained to handle any situation.  It would be ideal if they could use an interface similar to the one they are already used to, like the one shown in Figure 2.  However, that set up has many drawbacks as we have already discussed.  The goal of this project is to implement a working table that will help the users visualize the real-time data from the simulation and enhance their collaborative experience.  Figure 4 shows a mockup of the kind of information such a table might display.  In this section we will describe the technical aspects of the project, describe a plan for maturation, a plan for handling intellectual property rights and licenses, an analysis of the market and an implementation plan.  

The project is organized around five major tasks. Task 1 is to redesign and implement a new software system to increase the flexibility to handle a range of data formats and interaction scenarios.  This may include using existing game technology, off-the-shelf open scene graphs and visualization tool kits.  Task 2 will port the original proof of concept application to the new system and develop more advanced local interface and gesture-recognition tools.   Task 3 will validate the efficacy of the  original application in the new software  system by conducting a set of user studies. Task 4 will expand the range of collaborative applications to include medicine, brain imagery, community planning and architecture, hydrology, and engineering. Task 5 will explore new large scale interaction and display methods to enable larger groups of users to interact with the data.  This would incorporate off the shelf technologies such as motion capture systems, ambient information displays, spatialized sound systems, physical props, and hand held displays. The following sections will expand on each of these tasks.

Task 1
The current system implements its visualization software based on Blender 3D, is an open source modeling and animation tool primarily for off-line content development.  Visualization of the city model was produced in Blender 3D and controlled by a Python script.  This allowed the limited control of the simulation model from within the Blender tool to direct the motions cars, development of the fire, and simulated emergency response.  This system was developed for one application only and does not have the flexibility to import other scenarios.  In addition, this system does not support real-time human interactions with the developing simulation or the use of advanced interaction tools.  These limitations present a major drawback of the current system because the users cannot interactively change the state of the simulation or visualization in real time.  If the system we envision is to be useful in a training simulation for something like fire emergency response, the user’s actions must affect the state of the simulation, much as setting a road block in the real world changes the flow of traffic.

The new system will be designed as a modular software system that a) takes advantage modern computer hardware for interactivity and large scale simulation, b) incorporates a flexible interface to support different kinds of human interaction, c) has a flexible computer graphics rendering for the display of any scenario.  This design will leverage existing low-level software standards like Open Scene Graph that enables utilization of high performance commodity graphics cards, like those used in computer games.

In particular, the use of graphics processor units (GPUs) to not only render the final imagery but also offload the simulation duties from the CPU is something that will allow for larger-scale simulations in real-time.  GPUs are designed for polygon rasterization in which every polygon is independent, so they are highly parallel architectures.  With a little bit of code, they can be used to perform more general computation, such as the agent simulations we are interested in for our system.  To do this, information about each agent is encoded into a data structure that the GPU can access, and a program is written that will act on all the agents at once.  This allows for a parallel simulation of agents which is faster than the serial simulation normally computed by the GPU.  By making the simulation faster, larger, and real-time, we can provide the user with a more realistic environment in which their input can change the state of the simulation. 

Task 2
This task will first engage the partnership to create a prototype implementation of the new system and import the original fire evacuation scenario.  Following this, the team will design and implement new user interfaces for this application.  This is necessary because the traditional computer interfaces such as keyboard and mouse are inherently single-user and constrained to one location, making collaboration difficult.   In addition, the traditional interfaces were designed for primarily 2D screen interactions, not for the anticipated large-scale screens showing 3D temporal data.  The new interfaces will enable multiple mobile users to influence the time course of the scenario allowing the exploration of multiple outcomes of the simulation.  The new interaction modalities will include a) physical props, such as hockey puck sized devices, that can be moved around on the table's screen to represent scenario agents or objects, b) imaging devices that watch the user's hands to allow them to control the scenario, such as pointing to select objects or a hand motion to pan the view.

Physical props are a natural way of interaction because they are tangible and are reminiscent of the props in the original sand box shown in Figure 1. Puck interfaces have been effectively demonstrated at Sandia National Laboratories on a table displays.  Its position and orientation on the table was optically tracked and reported to the computer. The additional information about the state of buttons on the puck was transmitted over a radio frequency link.  Under this task, we will design a simpler, inexpensive version of this device by replacing the radio unit with and infrared transmitter much like those on TV remote controls.  In addition, an image form an overhead projector can be projected on the top surface of the puck to display information to the user.  For example, if the puck represents a road block in the simulation, then image on the puck would look like a road block to make its identification clear to the users.

We also plan to use physical props that are unique to the scenario at hand.  For example, for the fire emergency situation, miniature fire trucks might be used to pinpoint the location of response teams on the map.  These props could be tracked by the cameras so their position is known by the simulation.  When the user moves the prop from one place to another, the system will issue the appropriate commands to the simulation and redeploy the response team to the new location.  The hope is that these props will be familiar to the users since they resemble the “interface” of the sand box they are accustomed to.  This is extremely valuable in minimizing the learning curve for such a system. 

Another proposed interface will be driven by hand motions. People naturally use their hands to communicate with others.  Our plan is to develop intuitive interfaces to the simulation that recognize and act upon different hand gestures.  The time-varying orientation of the hand and fingers will be imaged by several overhead cameras and detected using standard computer vision algorithms.  Once the meaning of these gestures is decoded, it can be used to change the state of the simulation.  For example, a hand gesture could be used to pan or zoom the display image or to select an agent in the simulation.  

Finally, these interfaces can be incorporated to run the simulation itself.   For example, we can use hand motions to work through the menu system of the simulation.  This would allow us to select items, reset simulation parameters, etc. all without the need of pulling out a keyboard and mouse.  By developing these kind of intuitive commands, we hope to and minimize downtime between simulations and reinforce the interaction modes we are exposing to the user.

Task 3

During the development of human computer interaction, it is very important to test and evaluate the proposed methods.  This task will validate the efficacy of the original application in the new software system and conduct a set of user studies.  We propose to recruit volunteer users in the area of crisis management to use the system and report their feedback in a structure manner.  For example, the time it takes to change to a new scenario for the physical versus the virtual system will be measured.  These evaluation sessions will be conducted frequently during the development process.

There are many ways to validate our system in comparison to the original sand box that these teams normally use.  One possibility would be to run a pre-established emergency situation with two different teams simultaneously, one working with the sand box and one with our proposed system.  By running the two side-by-side, we can compare the performance of the system by looking at the number of user mistakes, the amount of time to address situations, etc.  After the simulation has finished, the two teams would switch systems and do it again.  This would also give each team the ability to compare the new system they are working to the one they just used.  Anyone who has used computers with different capabilities knows that the differences are most obvious right after switching from one to another. 

By getting the opportunity to work on both systems, we hope to get valuable feedback about improvements to the interface and simulation that would enhance the performance of the system.  Of course, these would then go back to the programmers and developers for implementation and then the testing process would begin again.

Task 4
The goal of this project is to create a flexible product that can be easily applied to a wide range of domains, such as medicine, brain imagery, community planning and architecture, hydrology, and engineering.  In this task, we will team with partners to demonstrate this technology with new applications.  For example, brain data collected from the instruments at the MIND Institute will be imported into the system allowing researchers and clinicians to interact with their data in new and different ways.  An important part of this task will be to use lessons learned in development and their feedback to improve the new interfaces and the system in general.

Each application brings with it new issues and constraints.  The current system is designed only for emergency fire response and is not flexible enough to handle something like a brain simulation, for example.  In order for the product of this project to be a viable source of income for the partnership and the state of New Mexico, the product must be flexible enough to meet the needs of many industries.  Therefore, a significant amount of thought must go into the design of the system with flexibility in mind.

We choose to do this after working only on the fire response simulation because the lesson learned during the development of a single application will be useful for generalizing the system.  In addition, we plan to gather feedback from users in the new application domains similar to what we gathered in Task 3 to ensure that we have developed a system that is useful for these new applications.

Task 5
This task will explore new large scale interaction and display methods to enable larger groups of users to interact with the data.  One of the constraints of the existing SNL table interface is that the display is limited to the surface of the table.  However, because we have set up the table in the Black Box Studio of the ARTS Lab, we can interface it with the motion capture system that is set up in that location.  This means that we can make the table part of a greater system of display surfaces, all which are calibrated with respect to each other so that they can display different views of the same environment.  

In particular, we are interested in exploring the interaction with hand-held portable devices such as tablet PCs or portable LCD panels.  The basic idea is that by tracking these portable devices, we can display spatially-aware information onto their screens, creating an intuitive interface for the visualization of complex environmental data.  This would allow interaction and collaboration that would not be possible with just a 2-D display table.

We have already begun to experiment with these configurations.  By placing motion capture markers on a tablet PC and tracking the user’s head motion with a pair of stereo glasses, we are able to compute the user’s perspective through the display into the virtual environment.  The addition of other displays as well as the table will result in a more immersive experience as the user perceives multiple views of the virtual environment.

Some of the budget has been allocated to acquire the hardware necessary to take this project beyond the prototype stage and explore more interesting interaction and collaborative techniques.  Some of these include magnification of data visible on the table, viewing of private data, and sharing of particular views between users from different vantage points.

Another interesting extension of a spatially-aware interface would be to provide localized sound for a more immersive environment.  For the proposed fire-fighting application, for example, the command center in which our system is located will probably be the communications hub for emergency responders.  Radio chatter can often be difficult to interpret, especially during emergencies when everyone is talking at once, which can cause miscommunication and confusion.

A spatial interface with localized sound would be ideal for such an application.  Instead of communicating to individual response teams serially by switching to the correct channel on a radio which is unintuitive and usually does not correspond with the location of the responders, the radio transmissions can be localized by their position on the map.  Therefore, the user at the command center can indicate which transmissions they want to hear by interacting with the map on the table. The user might also be able to listen to many transmissions simultaneously after having defined their own position on the map.  These additional sounds can be correctly positioned around the room and faded using surround-sound to represent their true positions.  This would create the sense that the users are in the middle of the emergency situation and can listen to the radio chatter from all around Santa Fe like voices in a room.  To our knowledge, such enhanced reality interfaces have not been explored.
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