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1. True or False

True or False: (circle one, 2 points each)

(a) True or False: There is a greedy algorithm for 0−1 knapsack which runs in O(n logn)
time.

(b) True or False: If there is an activity with start time earlier than all other activities,
then the greedy algorithm for activity selection will always choose this activity.

(c) True or False: Let T be the MST for some graph G. Then for any pair of vertices x
and y, the shortest path from x to y in G is the same as the path from x to y in T .

(d) True or False: Consider a graph G = (V,E), with negative weight edges. We can solve
the single source shortest paths problem on G in O(|V ||E|) time.

(e) True or False: Consider a graph G = (V,E), with negative weight edges. The fastest
time to determine if there is a negative cycle in G is O(|V ||E|).

(f) True or False: For a connected graph G, the BFS, DFS, MST and shortest path trees
will all have the same number of edges.

(g) True or False: Consider a graph G = (V,E), with negative weight edges. We can solve
all pairs shortest paths on G in O(|V |3) time.

(h) True or False: If there is a polynomial time algorithm for some problem in NP, then
all problems in NP can be solved in polynomial time

(i) True or False: We know of a problem in the class NP that is not in the class P.

(j) True or False: All problems are either in the class P or in the class NP.



2. Short Answer (5 points each) Where appropriate, circle your final answer.

(a) Solve the following recurrence using the master method: T (n) = 2T (n/2) + 1

(b) Solve the following recurrence using annihilators: T (n) = 4T (n− 1)− 4T (n− 2). Give
the solution in general form i.e. do not solve for the constants



(c) Assume a data structure supports an operation foo such that a sequence of n calls to
foo takes O(n2) time in the worst case. Answer the following: 1) What is the amortized
cost of a foo operation and 2) What is the highest possible cost of a single call to foo
and 3) What is the lowest possible cost of a single call to foo? Give your answers in Θ
notation.

(d) Prove that 10n+ 10 = O(n2).



3. Spanning Trees

(a) Give the minimum spanning tree and the shortest path tree rooted at the vertex a for
the following graph. Make sure that you label which tree is the MST and which is the
shortest path tree rooted at a.
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(b) Assume you are given an undirected, connected graph G with n nodes and at least
n edges. Give an algorithm to return a cycle in G. (Your algorithm should return a
minimal set of edges in G that form a cycle.)



4. Graph Theory

Recall that in the Floyd-Warshall algorithm dist(u, v, r) is defined to be the shortest path
from u to v where all intermediate vertices (if any) are numbered r or less. For the following
graph, fill in the distance arrays computed by Floyd-Warshall for all values of r. In the
distance arrays, let the row be the vertex the path starts at and let the column be the vertex
the path ends at.
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5. NP-Hardness and Approximation Algorithms

Your first job out of college is with the rapidly growing consulting company Downsize.com
which specializes in “downsizing solutions”. When Downsize.com consults for an organization,
it is given a list of all employees of that organization and a list of all pairs of these employees
that have personality conflicts. Downsize.com then seeks to find the smallest set of employees
that must be fired in order to remove all personality conflicts in the organization. This problem
is called the Downsize problem.

On your first day at work, your boss gives you the assignment of designing an efficient al-
gorithm to solve the Downsize problem. In particular, he wants your algorithm to be given
as input a list of employees and a list of personality conflicts and to output the minimum
number of employees that must be fired to remove all personality conflicts.

(a) Show that you can not be expected to design an efficient algorithm to solve the Downsize
problem. In particular, show that the problem is NP-Hard by doing a reduction from one
of the following NP-Hard problems: 3-SAT, Clique, Vertex Cover, or TSP (the especially
brave student can also try a reduction from Tetris :)



(b) Your boss accepts the fact that the Downsize problem is NP-Hard but is still unwilling
to give you the day off. He now wants you to design an approximation algorithm for the
Downsize problem. Can you do this? Explain.


